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Abstract

M agnetic Resonance Imaging (MRI) is the most promising modality for

evaluating upper airway dynamics, because it is non-invasive and involves

no ionizing radiation. For the past decade, real-time MRI (RT-MRI) has been

extensively used with significant improvement in spatiotemporal resolution to time-

resolve dynamics of natural speech production and sleep disorder.

Existing techniques track tissue surfaces, such as the vocal tract and airway.

However, they lack the ability to measure upper airway functions, such as internal

muscle movement and muscle tone variation across different airway sites. This

dissertation introduces new techniques and novel experiment designs compatible

with RT-MRI techniques in order to reveal internal muscle motion and physiolog-

ical traits of the upper airway.

I develop intermittent tagging during RT-MRI as a means to visualize internal

tongue motion during speech production. This approach eliminates the need for

re-binning data using multiple repetitions and is suitable for investigations of nat-

ural speech production. I demonstrate a framework to select imaging parameters

in consideration of image quality and tag persistence and achieved an imaging win-

dow of approximately 650-800 ms at 1.5 T. I demonstrate the ability to capture

tongue motion patterns and their relative timing as exemplified by internal tongue

deformation during American English diphthong vowels and consonants.
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Next, I demonstrate intermittent tagging with REALTAG to extend tag persis-

tence. This approach provides 2× improvement in contrast-to-noise ratio (CNR),

> 1.9× longer tag persistence, and is suitable for investigations of natural speech

production. I develop an improved method for phase sensitive reconstruction that

provides superior image quality compared to prior approaches in the presence of

time-varying background phase. I demonstrate an imaging window of 1250 ms at

1.5 T, which is adequate to capture internal tongue deformations during Ameri-

can English vowel-to-vowel transitions in separate words. This provides a powerful

new tool for imaging muscle movement during natural speech production and other

applications, where CINE imaging is not applicable or suboptimal due to the nat-

ural variability of human action.

Finally, I present a novel RT-MRI based experiment that measures upper air-

way biomarkers relevant to the study of sleep-related breathing disorders. These

are upper airway loop gain (UALG) and the fluctuation of airway area (FAA). I

combine simultaneous multi-slice RT-MRI with continuous positive airway pres-

sure (CPAP) and carefully designed pressure changes. I demonstrate that this

new test can localize specific airway sites that are prone to collapse, while the con-

ventional apnea-hypopnes index only provides estimation of the overall severity

of obstructive sleep apnea. This new experiment can directly measure location-

specific active (UALG) and passive (FAA) physiological traits, and visually resolve

airway dynamics.

In this dissertation, I introduce novel techniques and experiment designs while

leverage maturing fast imaging methods to provide the needed spatiotemporal

resolution for upper airway RT-MRI. With the proposed methods, we can set our

sights further than the anatomical structures and onto the even more interesting

yet intrinsically complex functions of the upper airway.
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Chapter 1

Introduction

T he upper airway is a remarkably complex system that consists of both

movable and immovable structures. It is a critical component in vocaliza-

tion, respiration and digestion and is involved in various human functions. Speech

production involves complex spatiotemporal coordination of multiple vocal organs

in the oral and pharyngeal airways. Respiration during sleep involves periodic

motion of the the tongue, velum, and pharyngeal wall to maintain patency of the

upper airway during breathing. Eating and swallowing requires the tongue and

velum to pass substances from the mouth to the pharynx and esophagus, while

the epiglottis is kept shut. These functions are dynamic in nature with timely

coordination of multiple organs.

Visualizing and measuring the spatiotemporal coordination of these organs is

the subject of scientific investigation in order to understand how healthy function is

controlled. For instance, techniques and tools have been developed to investigate

the state of the vocal tract over time during speech production, unraveling its

morphology and function [1]. This allows for investigation of typical and atypical

speech production [2].

Investigation of upper airway dynamics reveals nuances in upper airway disease.

For example, obstructive sleep apnea (OSA) is characterized by repetitive cessation

of airflow due to physical narrowing or collapse of the airway as a result of anatom-

ical and physiological abnormalities in pharyngeal structure [3]. This collapse is

typically attributed to excessive soft tissue elements, such as the tongue, velum,
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uvula and epiglottis, and/or increased collapsibility of the pharyngeal airway [4].

OSA is a very common sleep disorder in the United States [5], with a prevalence of

4-9% in adults and 2% in children [6]. OSA places a substantial financial burden

on society, with the cost of untreated OSA estimated to be US$67-165 billion [7].

Untreated OSA can contribute to the development of hypertension [8], coronary

artery disease [9], congestive heart failure [10], arrhythmia [11], stroke [12], glu-

cose intolerance and diabetes [13, 14]. It is anticipated that improved diagnosis

and treatment of OSA in patients will contribute to the prevention of these diseases

and slow down their progression [8].

1.1 Seeing the upper airway

Visualizing organ dynamics is an important step toward understanding the

spatiotemporal properties of the upper airway. Figure 1.1 depicts the upper airway

using several modalities, electromagnetic articulography (EMA) [15], drug-induced

sleep endoscopy (DISE) [16], optical coherence tomography (OCT) [17], x-ray [18],

computer tomography (CT) [19, 20], ultrasound [21, 22], and magnetic resonance

imaging (MRI) [23, 1, 24, 25, 26, 27, 28, 29, 30]. Table 1.1 lists and compares these

modalities.

EMA is used in linguistic studies to track the movement of sensor coils adhered

to the tongue and lips [15]. DISE is used in patients with OSA during drug-

induced sleep to visualize the airway lumen [16]. OCT provides three-dimensional

images of the upper airway with high spatial resolution [39]. However, all three

modalities are invasive and provide information on soft tissue surfaces. X-ray

[18] is used to image the airway, however, it is limited by radiation exposure and

poor visualization of soft tissue. Tomography, such as CT [19, 20], ultrasound
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DISE

Ultrasound X-ray CT

OCTEMAEMA

MRI

Figure 1.1: Upper airway imaging modalites. Figures are adapted from: EMA,
electromagnetic articulography [31]; DISE, drug-induced sleep endoscopy [32];
OCT, optical coherence tomography [33]; ultrasound [34]; x-ray [35]; CT, com-
puter tomography [36]; MRI, magnetic resonance imaging: sagittal [37] and axial
[28]. MRI is arguably the most promising imaging modality for evaluating upper
airway anatomy and function, as it provides adequate spatiotemporal resolution,
versatile contrast, and involves no ionizing radiation or invasive procedure.

[21, 22] and MRI, generates images of tissue slices non-invasively. Among these

modalities, MRI uniquely provides static images with excellent soft tissue contrast

and dynamic images with high frame rate, without the use of ionizing radiation.
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Table 1.1: Upper airway imaging modalites

EMA DISE OCT
Ultra-

sound
X-ray CT MRI

Speech example [15] [22] [18] [20] [38]

Sleep example [16] [17] [21] [19] [29]

Spatial resolution 7 3 3 7 3 3 −

Temporal resolution 3 3 3 3 7 − −

Tissue contrast 7 3 7 7 7 7 3

Tomography/surface 7 7 7 − 3 3 3

Invasive 7 7 7 − 3 3 3

Ionizing radiation 3 3 3 3 7 7 3

Operator bias 7 7 7 7 3 3 3

Cost 3 7 − 3 3 − 7

3: strength; 7: weakness; −: neutral.
Modailty acronyms: EMA, electromagnetic articulography; DISE, drug-induced sleep
endoscopy; OCT, optical coherence tomography; CT, computer tomography; MRI, mag-
netic resonance imaging.

1.2 MRI of the upper airway: the pursuit of fast

imaging

MRI is arguably the most promising imaging modality for evaluating upper

airway anatomy and function, because it is non-invasive and involves no ionizing

radiation. Figure 1.2 shows an MRI of the human upper airway. Two dimensional

(2D) and three dimensional (3D) static MRI provides superb contrast and reso-

lution to reveal anatomical structures [41, 28, 1]. Anatomical features have been

shown to potentially contribute to airway collapse [41, 28]; much research has

been performed while the subject is either silent or during sustained phonation

[1], yielding static images that reveal the larynx and vocal tract shape, shedding

light on vocal tract morphology in healthy and patient cohorts. However, due to
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T2 - weighted 
static image

2D real-time
dynamic images

3D static image
during sustained sound

Tongue

Lips

Pharyngeal wall

Figure 1.2: Example MRI of the upper airway. Top: Two dimensional (2D) and
three dimensional (3D) static MRI provides superb contrast, resolution and/or
spatial coverage to reveal the anatomical structures. Bottom: 2D real-time MRI
(RT-MRI) has been demonstrated with focusing on tracking the air-tissue inter-
faces, such as vocal tract surfaces. Bottom figure adapted from Ref [40].

the intrinsically dynamic nature of upper airway function, imaging at rest or dur-

ing sustained posture provides limited information on speech production or sleep

disorder.

Over the past decades, tremendous effort has been made in the pursuit of high

spatiotemporal resolution in dynamic (time-resolved) imaging. 2D CINE MRI

was proposed to measure the airway change during tidal breathing [42]. 2D real-

time MRI (RT-MRI) has been demonstrated alongside synchronized recording of

physiological signals, such as polysomnography (PSG) used in sleep studies [30]
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and audio signals used in speech production imaging [23]. Several research groups

have reported dynamic 3D MRI of the vocal tract, despite limited spatiotemporal

resolution or the requirement of long acquisitions with subject repetitions [43, 44,

45]. Recently 3D RT-MRI has been demonstrated during natural sleep [29] and

natural speech [46]. Furthermore, recent RT-MRI advances include improvements

in reducing reconstruction latency [47, 40, 48], mitigating off-resonance artifacts

[49, 50], and combinations of the above. Reviews of current state-of-the-art MRI

protocol scan be found in Lingala et al. [40] for speech production study and in

Kim [37] for general upper airway imaging.

1.3 Fast is not enough

RT-MRI techniques have been used extensively to image upper airway shaping,

such as the air-tissue interface at articulators, vocal tract surfaces [40], and the

pharyngeal wall [30]. However, fast imaging is not enough to resolve function; addi-

tional information must be provided through other techniques. Functional evalu-

ation often requires imaging of functional changes with co-recorded, synchronized

audio or physiological signals. For instance, understanding the tongue function

during articulation requires resolving tongue muscle movements with synchronized

audio recording. The sole pursuit of fast imaging needs a change for resolving

function.

1.3.1 Muscle mechanism in the internal tongue

The upper respiratory tract consists of a series of connected resonance cavi-

ties that are used in speech production. Different sounds are produced through

coordinated movements of the velum, jaw, pharyngeal tongue root, tongue body,
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tongue tip, and lips [1]. Among these articulators, the human tongue is the most

powerful enabler of the remarkably complex shaping occurring in speech. The

tongue is a muscular hydrostat comprised of numerous intrinsic and extrinsic mus-

cles [51]. The internal deformation of tongue muscles cannot be easily interpreted

by the contours of the tongue surface. The relationship between muscle activity

and tongue shaping is the subject of scientific investigation as an important com-

ponent in understanding how healthy speech is controlled and how it is disrupted

in disease [52, 53]. However, scientists have remained reliant on inverse modeling

of surface contours heavily contingent on modeling assumptions [53, 54, 55, 56].

RT-MRI techniques have been used extensively over the past decade to study

speech production. Specifically, the dynamics of vocal tract shaping have been

studied to visualize articulators at the air-tissue interface and vocal tract sur-

faces [38]. These techniques all lack the ability to measure internal muscle move-

ments. They cannot image and quantify the deformations of local regions within

the human tongue, arguably the most important articulator, during natural speech.

1.3.2 Endotypes in obstructive sleep apnea

OSA is a heterogeneous sleep disorder characterized by structural and physio-

logical risk factors [58, 59]. Airway obstruction is caused by different mechanisms

across different subjects, indicating various endotypes of OSA [60]. (Endotype is

the subtype of a disease defined by a unique or distinctive functional or patho-

physiologic mechanism [61]. It is distinct from phenotype, which is defined as an

observable expression of an individual’s characteristics that result from the inter-

action between the genotype and the environment, without any implication of a

mechanism [62].)
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Obstructive 
Sleep 
Apnea

Impaired anatomy (narrow/collapsible upper airway)
100% but variable magnitude

(A) Low respiratory 
arousal threshold

37%

(B) Unstable 
ventilatory 

control
36% (C) Ineffective 

upper-airway 
dilator muscles

36%

Functional endotypes

Figure 1.3: Endotypes in obstructive sleep apnea, modified from Ref [57]. MRI
techniques can image impaired anatomy or quantify collapsibility of the upper
airway. However, functional endotypes, shown in dashed rectangular, mediate
OSA severity. functional endotypes are not mutually exclusive and are collectively
present in 70% of the entire OSA patients. Existing MRI techniques lack the ability
to provide insight into the functional endotypes of OSA (A)-(C).

Figure 1.3 shows other non-anatomical endotypes that contribute to OSA

pathogenesis besides impaired anatomy: ineffective dilator muscles (36%), unstable

ventilator control (36%), and low respiratory arousal threshold (37%) are collec-

tively present in 70% of OSA patients [57]. Although impaired anatomy is the

crucial factor that results in OSA, these functional endotypes can mediate the

severity of OSA. For example, recent studies suggest that obese individuals who

do not get OSA are “protected” by two main mechanisms: an airway more resis-

tant to collapse, as well as an augmented reflex response of airway dilator muscles

[63]. Therefore, there is a demand for a systematic endotypic approach to diagnose

OSA before further treatment [57, 59, 61].
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Conventional PSG with apnea/hypopnea index (AHI) measurement only pro-

vide an estimation of the overall severity of OSA and cannot localize specific airway

sites that are prone to collapse. Existing static MRI can only assess the anatomical

risk factor related to OSA [28]. Dynamic MRI developed Wu et al. [30] provided

new perspective into anatomical endotype by quantitatively measuring collapsibil-

ity of the airway. (A) and (B) in Figure 1.3 requires knowledge of neuromuscular

reflex and passive collapsibility of the upper airway [64, 65]. (C) can be visualized

through internal deformation of the upper airway dilator muscle. However, exist-

ing RT-MRI techniques are unable to evaluate the function thereof in the dashed

rectangular.

1.4 Outline of contributions

In this dissertation, I develop advanced techniques to image the function of

the upper airway. I develop an MR tagging method compatible with RT-MRI to

visualize muscle deformation for the study of natural human speech production.

Although not investigated, this method is also expected to visualize airway muscle

as in [66] during continuously RT scan. I also develop a novel experiment combin-

ing simultaneous multi-slice RT-MRI and continuous positive airway pressure to

measure physiological traits during natural sleep.

Chapter 2. Magnetic Resonance Imaging presents the basic principles of

magnetic resonance imaging including discussions of nuclear magnetic resonance

physics, MRI pipeline, advanced acquisition and reconstruction techniques. I will

also discuss advanced topics, such as real-time upper airway MRI and tagged

MRI. I provide more insight into the critical trade-offs between resolution, SNR,

and acquisition time in the upper airway imaging.
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Chapter 3. Visualizing internal tongue motion: intermittently tagged

real-time MRI introduces a new MR tagging technique to visualize internal

tongue deformation. I develop a tagging method compatible with RT-MRI for the

study of natural human speech production. I apply tagging as a brief interrup-

tion of continuous RT-MRI data acquisition. I explore the selection of imaging

parameters for such speech studies to optimize image quality and tag persistence.

I evaluate this method using simulations and in-vivo studies of American English

diphthong and consonant production. I show that the proposed method can cap-

ture tongue motion patterns and their relative timing through internal tongue

deformation, and therefore provide a potential tool for studying muscle function

in speech production and similar applications.

Chapter 4. Capturing longer motion patterns in speech production:

real-time MRI with REALTAG focuses on the tag persistence as it is a prin-

cipal limitation of the method described in Chapter 3. I apply an MR inversion

technique, called REALTAG, to intermittently tagged RT-MRI and demonstrate

its successful application to the study of human speech production. I develop an

improved phase correction technique for the setting of time-varying background

phase. Specifically, I use a spatial low-pass filter to extract and compensate for

smooth image phase and isolate tag lines. I validate this method using simulations

and in vivo studies of American English vowel-to-vowel transitions. In experi-

ments focused on the human tongue, I show that the proposed method extends

tag persistence by a factor of 1.9×.

Chapter 5. Seeing functional endotypes of OSA: real-time multi-slice

MRI during continuous positive airway pressure introduces a new exper-

iment for measurement of upper airway physiology during sleep. I optimize and
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apply a previously developed simultaneous multi-slice (SMS) RT-MRI technique

to image and quantify upper airway changes during rapid programmed changes

in continuous positive airway pressure (CPAP) level. I use this tool to demon-

strate that RT-MRI during CPAP can measure neuromuscular reflex and passive

collapsibility of the upper airway in individuals with OSA. I show that SMS RT-

MRI during CPAP can reproducibly identify physiological traits and anatomic risk

factors that are valuable in the assessment of OSA.

Chapter 6. Concluding remarks summarizes the key accomplishments in

this dissertation and related future research directions.
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Chapter 2

Magnetic Resonance Imaging

2.1 MRI fundamentals

M R is fundamentally linked to quantum mechanics and is often presented

as a phenomenon that necessitates a quantum mechanical explanation.

However, MRI really is a classical effect and a consequence of the common sense

expressed in classical mechanics [67]. Comprehensive explanations of MRI can be

found in many textbook in great detail [68, 69, 70, 71]. This section provides a

concise description of the principles of MRI.

2.1.1 Nuclear magnetic resonance

When nuclear spins are subjected to a static magnetic field B0, there is a

tendency of the spins to align in the same direction as B0, giving rise to a net

magnetization momentM . Moreover, the spins exhibit resonance, which is mani-

fested by precessional behavior at a well-defined frequency.

Precession

At thermal equilibrium, M and B0 will align in the same direction. If M is

made to point in a different direction, precession will occur according to

dM (t)
dt

= M(t)× γB0, (2.1)
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where γ is called the gyromagnetic ratio, which is a known constant unique for

each type of nuclei. For 1H, γ/2π = 42.58 MHz/T.

Relaxation

If the perturbation to M is retracted, the magnetization will return to its

equilibrium state. This process is called relaxation and can be divided into two

components: longitudinal (z) relaxation and transverse (xy) relaxation. Figure

2.1 depicts the relaxation. The transverse component of the magnetization decays

away while the longitudinal component returns to its thermal equilibrium state.

The magnetization behaves according to

dMz(t)
dt

= −Mz(t)−M0

T1
,

dMxy(t)
dt

= −Mxy(t)
T2

,

(2.2)

where T1 is called the spin-lattice time constant and characterizes the return to

equilibrium along the z direction, T2 is called the spin-spin time constant and char-

acterizes the decay of the transverse magnetization. The solution of this equation

is

Mz(t) = M0 + [Mz(0)−M0] e−t/T1 ,

Mxy(t) = M0e
−t/T2 .

(2.3)

Equation 2.3 implies an exponential recovery back toM0 along the z direction and

an exponential decay of the transverse component. These processes are referred as

T1 and T2 relaxation, respectively.

In the presence of field inhomogeneity, spins precess differently based on local

field strength. Intra-voxel dephasing further accelerates the signal decay in the
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Figure 2.1: Spin returns to equilibrium through relaxation. This example shows
relaxation with T1 = 250 ms, T2 = 70 ms. Left shows spin in a 3D coordinates.
Note that the transverse relaxation (T2 relaxation, right bottom) is more rapid
than the longitudinal relaxation (T1 relaxation, right top).

transverse plane. We denote this faster decay rate by T ∗
2 . As a result, transverse

relaxation takes the form

Mxy(t) = M0e
−t/T ∗

2 . (2.4)

Bloch equation

The dynamics of the magnetization described above can be combined into the

Bloch equation:

dM (t)
dt

= M (t)× γB0 −
iMx(t) + jMy(t)

T ∗
2

− k [Mz(t)−M0]
T1

. (2.5)

Note that T ∗
2 will be used throughout this dissertation. There are MRI sequences

that can reverse T ∗
2 back to T2 decay, such as spin echo sequences. However, the

work in this dissertation will not include this class of sequences.
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2.1.2 From polarization to Fourier reconstruction

There are three core components at work in a typical clinical MRI scanner:

a main magnetic field B0, an oscillating magnetic field B1(t), and three pairs

of gradient coils generating linear magnetic field Gx, Gy, Gz in three orthogonal

directions. These components are essential to acquire an MR image. The pipeline

of obtaining an MR image can be described as a 4-stage process.

Polarization

Atoms with an odd number of protons and/or odd number of neutrons, such

as hydrogen 1H, possess a nuclear spin angular momentum and exhibit the MR

phenomenon. We refer to these MR relevant nuclei as spins.

In the absence of an external magnetic field, the spins are oriented randomly

and the net macroscopic magnetic moment is zero. However, with the presence

of B0, the magnetic moment vectors tend to align in the direction of B0. At 1

T and 310 K, the ratio is only 7 out of 106 in the parallel state. Macroscopically

however, this excess accounts for the polarization and gives rise to a small net

magnetization M0. By convention we call the direction of B0 the z-direction or

longitudinal direction. Moreover, the nuclear spins will precess at a frequency

called the Larmor frequency ω0 that relates to the applied magnetic field

ω0 = γB0, (2.6)

or

f0 = γ

2πB0, (2.7)
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Figure 2.2: Excitation in the laboratory and rotating frame. B1 RF field tuned to
the Larmor frequency and applied in the xy plane induces nutation of magnetiza-
tion vector as it tips away from z axis. Left and right show the same tip down in
the laboratory and rotating frame, respectively.

Most whole-body imaging systems operate at a fixed field strength within the range

of 0.1 to 3 T. In this range, the Larmor frequency lies in the radio frequency (RF)

range.

Excitation

The polarization creates a net magnetization that aligns in the z direction.

However, this magnetization is too small compared to B0 and is undetectable

unless a perturbation is introduced such that part of the magnetization is tipped

onto the transverse direction. This is accomplished by applying the oscillating

magnetic field B1(t). B1(t) applied in the transverse direction and rotating at the

resonant frequency of the magnetization will excite the magnetization. Since the

resonant frequency is in the RF range, B1(t) field is often referred as RF field.

Figure 2.2 shows excitation in the laboratory frame and a rotating frame with the

resonance frequency.
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Figure 2.3: Slice selective excitation. The gradient coils create a linear gradient
field on top of B0 across the whole object. The gradient amplitude can be tuned so
that the RF’s frequency band matches the spins’ Larmor frequency range within
the region of interest. Only that region satisfies resonance condition and will be
excited.

If only a small region of the whole body needs to be imaged, the linear gradient

field G(t) can be turned on together with the RF pulse to achieve selective exci-

tation. Figure 2.3 shows selective excitation. With the gradient on, the resonance

frequencies of all the spins vary linearly in the gradient direction. If a band-limited

RF pulse is played simultaneously, then only the spins whose Larmor frequencies

fall within the range of the RF pulse’s bandwidth will be excited.

Under small flip angle approximation, it can be shown by solving the Bloch

equation 2.5 that the slice profile is approximately the Fourier transform of the

RF envelope. Band-limited sinc RF pulse is extensively used in MRI because it

produces a near-rectangular slice profile.
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MR signal equation and k-space

Starting from the Bloch equation 2.5, The transverse magnetization after the

excitation is

Mxy (r, t) = Mxy (r, 0) e−iω0te−t/T ∗
2 (r)e−i∆ω(r)t, (2.8)

where we use the last term to account for the extra phase introduced by off-

resonance due to B0 inhomogeneity.

A receive coil that is perpendicular to the transverse plane can pick up the

magnetization. The signal is an accumulation of all of the magnetization. We can

write the MR signal equation as

s(t) =
∫
r
Mxy (r, 0) e−iω0te−t/T ∗

2 (r)e−i∆ω(r)tdr. (2.9)

However, the object cannot be resolved spatially by this free induction decay

(FID). In order to obtain an image, one need to use the gradients to spatially

encode the voxels. With gradients on, there will be accumulated linear phases

across the object (ignoring T ∗
2 decay and the off-resonance phase term):

s(t) =
∫
r
Mxy (r, 0) e−iγ

∫ t
0 G(τ)·rdτdr. (2.10)

Define

k(t) = γ

2π

∫ t

0
G(τ)dτ, (2.11)

we can rewrite Equation 2.10 as

s(k) =
∫
r
Mxy (r, 0) e−i2πk(t)·rdr

= F{Mxy(r, 0)}
∣∣∣∣
k(t)= γ

2π

∫ t
0 G(τ)dτ

.
(2.12)
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Figure 2.4: 2DFT acquisition and k-space. Left shows an example of 2DFT pulse
sequence with three k-space lines (right). Three different Gy gradient areas are
used in three TRs, resulting in three different phase encoding lines in the k-space
trajectory (marked with 1, 2, 3 in the Gy waveform and in trajectory).

This is the exact format of Fourier transform (FT), where k(t) and Mxy(r) are

Fourier pairs: k(t) is the spatial frequency spectrum of Mxy(r). And the signal is

acquired in this spatial frequency domain, or so called k-space.

Equation 2.12 implies that the sampling takes the form of traveling the k-space

as a function of time, and the trajectory in k-space is determined by the gradients

waveform. Figure 2.4 shows an example of a 2DFT sequence acquiring a k-space

containing three lines.

Fourier reconstruction

Equation 2.12 indicates that the information of the object magnetization

Mxy(r) lies in an infinite and continuous k-space. Ideally, if we know the entire
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infinite k-space, a perfect recovery of the magnetization Mxy(r), denoted as object

function ρ(r), can be obtained by taking the inverse Fourier transform:

ρ(r) =
∫
k
s(k)ei2πk·rdk

= F−1 {s(k)} ,
(2.13)

where F−1 is the inverse Fourier transform.

However in practice, we cannot sample an infinite k-space. For simplicity, let

us consider 1D case and assume a finite k-space with maximum extent kmax. Now

we can only estimate the object ρ(r) by an image, denoted as ρ̂(r). Equation 2.13

needs to be re-written as

ρ̂(r) =
∫
k

[s(k) · u(2kmax)] ei2πk·rdk

= ρ(r) ∗ sinc(r),
(2.14)

where u(2kmax) is a box function with width 2kmax, sinc(·) is the sinc function, ∗

denotes convolution. The convolution with the sinc function is a result of finite k-

space support and implies a blurring of the object ρ(r) in the image ρ̂(r). This blur-

ring determines the spatial resolution of the image, which will be further explained

in Section 2.1.3.

Now let us consider discrete sampling on k-space. Assume N k-space samples

are acquired on an equal interval of ∆k. We further assume that the image has N

pixels. Then the image ρ̂[m] is the discrete inverse Fourier transform (IFT) of the

k-space s[n]:

ρ̂[m] =
N/2−1∑
n=−N/2

s[n]ei2πnm/N ,−N/2 ≤ m < N/2. (2.15)
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We can use matrix notation, the image ρ̂ and the k-space s satisfy

ρ̂ = FHs,

s = F ρ̂.
(2.16)

Equation 2.16 is known as Fourier reconstruction. It points out that the recon-

struction of 2DFT imaging can be implemented as efficient Fast Fourier transforms

(FFT). Equation 2.16 also indicates that k-space and image space are reciprocal

lattices. Therefore, field of view (FOV) of the image and sampling interval in a

2DFT k-space are reciprocal pairs:

FOV = N

∆k

. (2.17)

Similarly, image pixel size δ and k-space extent satisfy

δ = 1
N∆k

. (2.18)

Note that sometimes pixel size δ can be referred as image resolution, such as in

2DFT imaging. However, it does not dictate the resolution limit of the imaging

system and therefore is not accurate in many applications. A more comprehensive

discussion of image resolution will continue in Section 2.1.3.

2.1.3 Advanced acquisition

In Section 2.1.2, we introduced the MRI pipeline with one simple example of

2DFT static imaging. However in many applications imaging considerations are

more complicated. For example, motion exists in every scan. Temporal resolution

needs to be fast enough to mitigate motion artifacts. One effective solution is to use
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Figure 2.5: PSF and image resolution (adapted from Ref [69], section 8.1.). In
this non-MRI example, the PSF is a box function with width w. (A) The two
points (δ function in object ρ(r)) can be resolved only when the distance d > w.
(B)(C) The two points becomes one single point in the image ρ̂(r) when d ≤ w.
Therefore the resolution of this system can be defined as w. Figure 2.7 shows an
MRI example.

other sampling strategies for dynamic imaging, as 2DFT sampling is not efficient

and fast enough. As discussed in Section 2.1.2, image resolution is not accurately

defined by pixel size with an arbitrary sampling pattern. One needs to address this

issue when considering advanced data sampling. This section will discuss advanced

acquisition techniques with more comprehensive imaging considerations, including

spatiotemporal resolution, motion and spatial coverage.

Point spread function and image resolution

Equation 2.14 gives a convolution relation between the object ρ(r) and the

image ρ̂(r). In fact, this convolution relation stands for all linear imaging systems

[69]. If we denote the convolution kernel with h(r), any linear imaging system can

be written as

ρ̂(r) = ρ(r) ∗ h(r). (2.19)
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In MRI, h(r) is determined by the k-space sampling pattern and is called the point

spread function (PSF) of the imaging system.

If the PSF is not a δ function, the convolution in Equation 2.19 represents a

blurring of the object in image. Figure 2.5 shows two points in an imaging system

with PSF being a box function of width w. The two points are resolveable only if

their distance d > w, as shown in Figure 2.5 (A). Similarly, we can determine the

resolution with other PSFs if the widths are well-defined. For example, Equation

2.14 indicates the PSF of 2DFT imaging is a sinc function. Full width half max-

imum (FWHM) of the main lobe can be defined as the width and the resolution

in 2DFT imaging [69]. More importantly, Equation 2.14 also points out that the

PSF is the impulse response of the imaging system, given any sampling pattern

and k-space support. Therefore, PSF can be obtained by taking the IFT on the

k-space when the image is a δ function. For examples, PSF is a 2D sinc function

with a square k-space support; it becomes a truncated and periodic sinc function

with 2DFT sampling; PSF is a jinc function with a circular k-space support. More

PSFs are showed in Figure 2.6. Figure 2.7 shows an example of image resolu-

tion determined by the width of PSF, instead of the pixel size, in Non-Cartesian

sampling.

Non-Cartesian sampling trajectory

2DFT is the most commonly used sampling trajectory and dominates in clinical

scans. The data are uniformly sampled, and images can be easily and quickly

reconstructed using a fast Fourier transform. However, 2DFT does not efficiently

utilize gradient. 2DFT creates coherent artifact when undersampling and therefore

is more affected by motion, making it less appealing when resolving the object

movement, such as in dynamic imaging.
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k-space
trajectory

PSF

Figure 2.6: Examples of non-Cartesian sampling trajectories (adapted from Ref
[72]) and their PSFs. EPI samples multiple lines on the Cartesian grid by zig-
zaging. Spiral and radial samples do not lie on the Cartesian grid. Therefore extra
reconstruction step(s) are needed, such as gridding or NUFFT, to re-sample on the
Cartesian grid. The bottom two rows show the corresponding PSFs. Dashed lines
indicate the pixel size determined by the reciprocal of k-space extent in Equation
2.18.

Sampling along a non-Cartesian trajectory can have many benefits based on

the unique properties of these trajectories. Figure 2.6 shows several non-Cartesian

sampling trajectories. EPI and spiral use longer readout to transverse the entire

k-space more rapidly: EPI zig-zags the k-space with fewer excitation RFs; spiral

swirls in and/or out. Spiral and radial visit the k-space center in every TR, which

allow k-space center to be updated more frequently throughout data acquisition.
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(A) (B) (C)

Figure 2.7: Image resolution is different from pixel size. This example shows two
points in spiral acquisition. Dashed lines indicate the pixel size determined by the
reciprocal of k-space extent in Equation 2.18. In (A) the distance between the
two points is wider than the resolution (the width of the PSF), therefore in the
acquired image we can distinguish them. In (B) the two points overlap and become
one single point as their distance is smaller than the resolution, albeit larger than
the pixel size. In (C) the distance is smaller than the pixel size.

They also has a contain fewer coherent artifacts from undersampling [73] and

therefore are less affected by motion [74, 75].

However, it is also considerably more difficult to reconstruct images from non-

Cartesian data because the non-Cartesian data points do not fall on a grid in

k-space. Moreover, there are other considerations when using these advanced tra-

jectories. For example, the longer readout of EPI and spiral is more susceptible

to off-resonance, introducing shift, blur and/or distortion [76, 77, 50]. Radial

sampling is less efficient than Cartesian: it over-samples the k-space center by

compromising on sampling on periphery k-space regions, so that more samples are

needed to reach at the Nyquist criteria in every k-space location. Another consid-

eration raises regarding to hardware limits at which non-Cartesian sampling often

reaches. Imperfections and nonidealities in the hardware of an MRI scanner can

also generate image artifacts [72].

25



Dynamic imaging and k-t space

So far we have discussed acquisition methods under the assumption that the

object is stationary. When the object moves or contains moving structures, motion

artifacts arise [72]. In this section, we discuss motion in MRI from a k-t space

perspective [78, 79] and show how artifacts arise from temporal undersampling.

Motion degrades image in two ways [77]: intra- and inter-acquisition. The

former includes motion during acquiring a PE line in 2DFT, an interleaf in spiral

or a spoke in radial sampling. Additional phase due to the motion will accumulate

and present in the data, causing blurring and distortion along the acquisition

direction. The latter introduces inconsistencies in the acquired k-space as the data

acquired before and after the motion do not correspond to the identical object pose.

This causes a superposition of each undersampled pose and presents as aliasing and

displacement artifacts [78], such as ghosting in 2DFT and EPI, streaking in radial

and swirling in spiral, further blurring the images and lowering the SNR.

Here we provide an example explanation of motion artifacts in 2DFT sampling.

Figure 2.8 illustrates k-t space of a moving object. We have an object with only

its center-piece moving. Assuming there is no intra-acquisition motion, we have

series of images stacked along the time axis (t-axis) with interval TR in the xy-

t space. Its 2D FT is the k-t space. If we can fully sample this k-t space and

satisfy Nyquist criteria, 2D IFT can perfectly recover images at each time frame.

However, this condition is barely satisfied in practice. As a result, motion artifact

arises in the image. For 2DFT sampling, motion artifacts take the form of ghosting

in the phase encoding (PE) direction, which can be explained by k-t space and the

Central Section Theorem [68].

Figure 2.9 (A) is the same k-t space showed in Figure 2.8(C). In practice, we

can only sample a part of the k-t space in one single time frame. For example,
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Figure 2.8: The ideal k-t space. (A) shows an object along time, with only the
center-piece moving. (B) shows the object in the xy-t space. We assume the object
stays static within one single TR but moves in two adjacent TRs. (C) shows the
Fourier transform of xy-t space: the ideal k-t space. If this k-t space is fully
sampled in Nyquist criteria, the object motion can be resolved in each time frame.

(B) shows 2DFT sampling in k-t space. We sampled a single PE line for each TR,

resulting a sloped slice in the k-t space through multiple time points. This slice

in k-t space determines the temporal resolution of dynamic imaging. (C) shows

the 3D (kx-ky-t) IFT of k-t space, which is the xy-ω space. Only the center-piece

information exists in the higher frequency planes since it is moving. The arrows

in (B) and (C) mark the same direction that is perpendicular to the sampled slice

(the normal direction, n). (D) By the Central Section Theory, the 2D (kx-ky) IFT

of this slice is the projection of the 3D xy-ω space that is perpendicular to the slice

direction. The projection along the sloped direction results in the center-pieces
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Figure 2.9: Motion artifacts by the Central Section Theorem of k-t space (modified
from Ref [78]). (A) shows the same k-t space as in Figure 2.8. (B) However in
practice, we can only sample part of the k-t space, such as a sloped slice in 2DFT
sampling. (C) By the Central Section Theory, the 2D Fourier transform of a slice
in the k-t space is the projection of the 3D xy-ω space that is perpendicular to this
slice direction (denoted by the normal direction, n). This can explain the ghosting
artifacts in the image domain (D).

at higher frequency ω falling onto the reconstructed image and forming ghosting

artifacts.

Non-Cartesian sampling, such as spiral, sample the k-t space on a more com-

plicated shape compared to the sloped slice in 2DFT sampling. This creates more

incoherent artifacts than ghosting, which can be efficiently removed by advanced

reconstruction techniques [80]. Furthermore, the view order, such as the order of
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the interleaves in spiral sampling, can be changed, such that the adjacent inter-

leaves can create more incoherence in k-t space by suppressing the point spread

function side lobes [77], which can further improve the reconstruction quality [81].

Multiband excitation

Multiband RF pulses simultaneously excite several slices [82]. The multiband

RF pulse can be described as the product of two functions:

R(t) = A(t) ·
N∑
n=1

Pn(t), (2.20)

where A(t) is the standard complex RF waveform, such as in Figure 2.3, and P (t)

is an additional phase modulation that determines the slice position, ∆ωn, and its

phase, φn, at TE= 0:

Pn(t) = ei∆ωnt+φn . (2.21)

The acquired slices will be stacked in the image. However, with the phase mod-

ulation as in Equation 2.21, their relative locations is controlled along the PE

direction.

This technique can be combined with parallel imaging (see section 2.1.4) to

unaliase the individual slice images, such as in [83]. It also has been used in upper

airway imaging to simultaneously measure the compliance of multiple airway slices

[30].
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2.1.4 Advanced Reconstruction

Gridding and NUFFT

There are many approaches for reconstructing non-Cartesian data. One class of

methods transform non-Cartesian k-space data onto Cartesian grid and is referred

as gridding [84, 85]. Another class of methods directly transform non-Cartesian

k-space data into images [86], which is referred as Non-Uniform Fast Fourier Trans-

form (NUFFT).

These operations typically requires sampling density information to account for

the non-uniformity of non-Cartesian sampling. This information is called density

compensation function (DCF). For example, DCF can be determined for radial

or spiral data using convolution interpolation [87]. There are also other iterative

numerical methods based on using the coordinates of the sampled data such as

by Pipe, et al [85]. Both of these density compensation methods are available

open-source in [88].

Note that knowledge of the actual trajectory used to acquire the non-Cartesian

data is required for these reconstruction methods. Trajectory correction [89, 90]

should be used to avoid image artifacts due to differences between the desired and

actual trajectories [77].

View sharing

Temporal resolution in section 2.1.3 and Figure 2.9 is determined by the time

span over which a k-t space is used to reconstruct the image. Temporal resolution

can be improved by undersampling the k-t space. However, there are methods that

can increase the apparent frame rate of the dynamic image, such as view sharing.
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Figure 2.10: View sharing increases frame rate. Each gray block in the figure
represents one single TR. Top shows dynamic imaging without view sharing, where
multiple TRs composed one single time frame without any overlapping. Bottom
shows the view sharing technique with a sliding window of 2. Each TR can be
shared in multiple time frames to increase apparent frame rate.

Figure 2.10 shows view sharing technique. View sharing allows individual TRs

to be shared in the adjacent time frames and therefore increase the frame rate.

Suppose N TRs are used to generate a image, then the frame rate without any

view sharing is 1/(N ·TR). However, if view sharing is used with a sliding window

ofM < N , then the new frame rate is 1/(M ·TR), which is faster than the original

frame rate 1/(N · TR).

Parallel imaging

Parallel imaging (PI) utilizes an array of localized and phased receiver coils.

Phased array coils were conceptually similar to phased array radar and ultrasound

and were initially developed to increase signal-to-noise ratio (SNR) [91]. Since

then, it has been used to accelerate scans by acquiring a reduced amount of k-space

data [92]. While undersampling leads to aliasing, these localized coil elements are

however sensitive to different regions across the object and therefore provide extra
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encoding through their different sensitivity profiles. This extra information can be

applied to resolve the aliasing caused by insufficient Fourier encoding. Most PI

techniques can be divided into two categories, one operates in the image domain,

such as SENSE [93]; the other operates in the k-space, represented by GRAPPA

[94].

Compressed sensing

Compressed sensing (CS) was originally developed aiming to reconstruct signals

and images from significantly fewer measurements of a “random” linear combina-

tions of the signal values [95, 96]. MRI has been shown to be a successful example

of compressed sensing theory [97].

There are three ingredients in compressed sensing MRI [98]. Firstly, images are

sparse in some domain and can thus be represented with fewer coefficients than

the number of pixels. The sparse domain can be either the image itself such as

in angiography or the image transformed to other domains like wavelet. Secondly,

undersampling artifacts should be incoherent (noise-like) in the sparsifying trans-

form domain. This is typically done by pseudo-random sampling, such as pseudo

golden angle spiral [81]. Lastly, nonlinear reconstruction is required to enforce

both sparsity constraint and consistency of the reconstruction with the acquired

samples.

In the case of dynamic images, the constraint is typically temporal finite dif-

ferences, provided that only a small region has dramatic motion over time. In

the case of upper airway imaging for example, dramatic motion occurs mostly in

the airway region, while the other parts of the head and neck remain mostly still

[38, 30, 46, 99]. This prior information can be incorporated into the reconstruction
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as a sparsity constraint, so that less sampling is required to recover the original

image.

2.2 Real-time upper airway MRI

For the past decade, the main goal of upper airway MRI has been to obtain high

quality upper airway dynamic image frames with high temporal fidelity [37]. Imag-

ing the upper airway in real time poses unique challenges compared to other parts

of body. Particularly, upper airway RT-MRI has presented a challenging trade-off

between spatial resolution, temporal resolution, signal-to-noise ratio (SNR), and

artifact suppression [38]. Several of these factors can be traded differently based

on the upper airway task of interest.

Notably, several papers provide comprehensive reviews of current techniques.

Lingala et al. [38], Scott et al. [1], and Bresch et al. [23] address the technical

aspects of upper airway MR acquisition for speech production. Ramanarayanan

et al. [100] present an in-depth review of image analysis techniques on RT-MRI of

vocal tract motion. Nayak and Fleck [101] introduce MRI techniques for assessment

of OSA. Kim [37] presents a comprehensive and up-to-date review of fast upper

airway MRI, including imaging strategies for both speech production and sleep

apnea research.

In this section, we provide a brief introduction to the imaging requirements for

RT upper airway imaging and current state-of-the-art imaging strategies.

2.2.1 Seeing speech: imaging requirements

Figure 2.11 contains a recently reported consensus opinion among speech imag-

ing researchers and linguists [38]. Each bright gray cloud in Figure 2.11 represents
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Figure 2.11: Seeing the upper airway: imaging requirements. Spatial versus tempo-
ral resolutions trade-offs in RT-MRI using short interleaved spiral trajectories. In
comparison to full sampling, sparse sampling reduces spatiotemporal trade-offs and
enables improved visualization of several speech tasks in single plane imaging. The
clouds in the above figure represent a recently reported consensus opinion among
speech imaging researchers and linguists [38]. In general, vocal tract motion during
speech production is relatively faster than pharyngeal airway motion during sleep,
and generally requires higher temporal resolution than imaging for sleep-related
disorder [37]. Sleep-related disorder requires finer spatial resolution as airway size
is small in some patients; it also requires larger spatial coverage (not shown) in
order to cover all upper airway sites. Speech imaging requirements and spiral
trade-off are adapted from Ref [38]; sleep imaging requirements are approximation
based on [102, 42, 29, 30, 99].

the current consensus opinion among speech imaging researchers in attendance at

the 2014 Speech MRI Summit. Boundaries are approximate due to the lack of gold-

standard imaging techniques, and are being refined through the more widespread

adoption of noninvasive techniques such as RT-MRI.
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Figure 2.11 also contains a trade-off among spatial and temporal resolution

using single slice spiral acquisition [40]. We show spiral trajectories over alternate

trajectories because they have been shown to provide a superior trade-off among

spatial resolution, time resolution, and robustness to motion artifacts. The spiral

trajectories were designed to make maximum use of gradients (40 mT/m maximum

gradient amplitude and 150 mT/m/ms slew rate). The trade-off curve is based on

a simulation with a field of view (FOV) of 20 cm2 at Nyquist (full) sampling and

rate 6.5-fold undersampling for single-slice.

2.2.2 Seeing sleep: imaging requirements

Figure 2.11 also includes an approximated spatiotemporal resolution for sleep-

related disorder imaging. This approximation is based on our experience and the

recent review in Kim [37]. In general, pharyngeal airway motion during sleep is

relatively slower than vocal tract motion. It involves closure of the airway and

generally requires lower temporal resolution than imaging for vocal tract shaping

[37].

The goal of imaging sleep is to locate the specific position of airway closure

or narrowing during apnea and hyponea. Therefore, spatial coverage needs to be

increased to capture airway dynamics from retro-palatal to retro-glossal pharynx.

Furthermore, the airway collapse pattern is valuable for OSA endotyping [28, 59].

As a result, in-plane spatial resolution requirements are generally higher to resolve

the relatively small-sized airway cross section. In RT-MRI for sleep, with faster

data acquisitions, the time saved is typically traded for finer spatial resolutions

than would be possible otherwise. Alternatively, it can also be traded for increased

anatomical coverage.
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Figure 2.12: RF-spoiled gradient echo (SPGR) imaging. Example of SPGR
sequence with Cartesian data acquisition. A quadratic phase increment between
adjacent RF excitation is used to eliminate transverse magnetization besides using
a gradient crusher.

2.2.3 Acquisition: spoiled gradient echo imaging

gradient echo (GRE) are usually the choice for rapid imaging of the upper

airway [37]. Compared with spin-echo techniques, short repetition times of GRE

methods enable very rapid 2D and 3D imaging.

Rapid GRE sequences [103] typically consist of a single RF excitation, imaging

gradients and acquisition. The echo time (TE) is the time from the RF pulse to

the formation of a gradient echo, and the repetition time (TR) is the time between

excitation pulses.

Among GRE sequences, RF-spoiled gradient echo (SPGR) with small flip angles

is typically used. Figure 2.12 shows an example of SPGR sequence. With a small

imaging flip angle (< 15◦, near Ernst angle), it uses a gradient spoiler at the end
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of the repetition and additionally varies the phase of each RF pulse to eliminate

transverse magnetization, providing near proton-density contrast. The small flip

angle allows fast recovery along the longitudinal axis and therefore imaging around

the maximum possible SNR, as indicated by the small Ernst angle of the tissue of

interest. SPGR sequences can use Cartesian, EPI, radial or spiral acquisitions. It

has been widely used in dynamic 2D, multi-slice 2D and 3D imaging of the upper

airway [37].

2.3 Tagged MRI

MR tagging is an established technique for measuring regional muscle function,

such as in myocardium [105] and skeletal muscle [106, 107, 108]. Figure 2.13

shows examples of tagged MRI for canine myocardium and human tongue muscle.

MR tagging is performed using a preparation pulse that spatially tags tissue by

saturating or inverting a series of parallel strips or orthogonal grid lines. The

deformation of these tag lines can be measured using dynamic imaging and then

used to evaluate the properties of the imaged object, such as myocardial motion

[105], limb maneuver [106], eye-ball rotation [107], brain deformation [109] and

tongue movement [66]. The measured deformations can be further used to quantify

muscle mechanics, such as strain [110] and torsion [111] in the heart, and to develop

atlases of motion within the tongue [108].

There are many review articles on tagged MRI with its complete history, tech-

niques and applications [112, 113, 105]. A comprehensive introduction of tagging

pulses can be found in Section 5.5 of [71]. In this section, we present a brief intro-

duction to tagged MRI. Firstly, we provide an abridged history of MR tagging

techniques. Then we will introduce one particular example, SPAtial Modulation
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(C)  Tagged tongue:
 before deformation

(D)  Tagged tongue:
 after deformation

(A)  Tagged myocardium:
 end-diastole

(B)  Tagged myocardium:
 end-systole

Figure 2.13: Examples of tagged MRI. (A)(B) shows canine myocardial tagging
during end-diastole and end-systole (courtesy of Daniel B. Ennis, Stanford Univer-
sity). (C)(D) shows tagged human tongue with CINE data acquisition in which
dozens of subject repetition is needed (adapted from Ref [104]).

of Magnetization (SPAMM), in detail. In the last two sections we will discuss

tagging pulses applied with dynamic imaging.

2.3.1 Tagging pulses

Tags are typically applied as a magnetization preparation pulse prior to the

actual imaging pulse sequence [113]. By perturbing the magnetization of lim-

ited regions in the tissue, the tagging pulse causes those regions to appear differ-

ent (tagged) during the succeeding imaging sequence. If the tagged tissue moves

between the times of tagging and imaging, the magnetization tag will move with
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the underlying tissue, directly revealing the displacement of the tagged region in

the subsequent images. However, the tagging information will gradually disap-

pear due to the signal recovery, so the imaging module needs to be applied before

the magnetization of the perturbed regions recovers to be indistinguishable from

adjacent regions.

The development of MR tagging has been driven by the need for visualizing

regional myocardial functions [105]. The first tagging technique was invented by

Zerhouni et al [114]. Since then, a series of tagging sequences has been invented

to improve spatiotemporal resolution and extend tag line contrast. Well-known

techniques in use today include SPAMM [115], Delay Alternating with Nutations

for Tailored Excitation (DANTE) [116], Complementary SPAtial Modulation of

Magnetization (CSPAMM) [117], HARmonic Phase (HARP) [118], Displacement

ENcoding with Stimulated Echoes (DENSE) [119], and Strain ENCoding (SENC)

[120].

In the following sections, we will focus on SPAMM sequence [115]. This tech-

nique creates a visible pattern of magnetization by saturation or inversion, usually

parallel stripes, grid lines or radial spokes on the reconstructed images. It allows

immediate observation of tissue motion once the images are reconstructed. Fur-

thermore, it can provide k-space with tagging information for other technique that

allow faster and more automatic post processing, such as HARP [118].

SPAMM

SPAMM was invented by Leon Axel et al in 1989 [115] and has been extensively

validated in vitro [121] and in vivo [122].

Typically, a RF tagging pulse or a train of RF tagging pulses can be combined

with gradients to specify the tagging pattern. The gradient is played alternately
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Figure 2.14: 1-1 SPAMM pulse sequence with total flip angle of 90◦. (A) The
sequence diagram for a SPAMM sequence in its simplest form (1-1 SPAMM with
total flip angle of 90◦): a (multiple-cycle) dephasing gradient is applied between
two 45◦ RFs, followed by a crusher. The corresponding magnetization at each time
point ti is illustrated at the bottom. A depiction of the spins at each time point of
the SPAMM sequence is showed in (C). (B) Simulated longitudinal magnetization
immediately following the 1-1 SPAMM (at t4).

with the RF tagging pulses. Figure 2.14 shows its simplest form, a non-selective

RF pulse is played, followed by a gradient pulse, and subsequently another non-

selective excitation RF. Example in Figure 2.14 shows a total flip angle (TFA) of

90◦, with each RF excitation being 45◦. The effect of the first excitation RF is

uniform excitation of the volume affected by the transmitting RF coil. All of the

spins will precess in phase until the dephasing gradient produce a periodic phase

variation. The wavelength of the periodicity depends on the strength and duration

of the gradient pulse, and is given by

λ = 2π
γ
∫ T
0 G(t)dt

, (2.22)
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where γ is the gyro-magnetic ratio, and T is the duration of the gradient pulse

(t2 − t1 in Figure 2.14). The direction of the planes of constant phase is perpen-

dicular to the gradient. However until now, the magnitude of the magnetization is

still uniform. The second excitation pulse will turn the phase variation into a cor-

responding magnitude variation of the magnetization. After the crusher dephases

all of the remaining transverse magnetization, there will be a sinusoidal variation

of the longitudinal magnetization along the direction of the gradient. A second

such set of tagging pulses can be applied in another direction to create a grid of

tags.

One drawback of 1-1 SPAMM sequence is the coarse tag line boundary by the

simple sinusoidal modulation. A longer sequence of alternating RF and gradient

pulses can be used to create narrower bands of altered magnetization with sharper

tag line boundary.

Composite binomial RF pulses

Composite RF pulses consist of concatenated subpulses to achieve a sharp

frequency profile. Particularly, binomial RF pulses can be used to generate a

frequency response that is a higher order sinusoidal waveform.

Consider a frequency response Sn(f). In the small flip angle approximation,

the envelope of the RF pulse that produces Sn(f) is approximately given by its

Fourier transform. It can be recursively shown by the modulation and convolution

theorem of the Fourier transform that for a high order sinusoidal waveform

Sn(f) = cosn (πfτ) , (2.23)
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its Fourier transform is

F {Sn(f)} ∝
n∑
k=0

qn,kδ
(
t− nτ

2 + kτ
)
, (2.24)

where n is an integer order, τ is the time interval between the centers of two

adjacent RF pulses, k is the RF pulse index, and qn,k is the binomial coefficient

qn,k :=
(
n

k

)
= n!

(n− k)!k! . (2.25)

Equation 2.24 shows that the RF pulses to generate such a frequency profile

should be a train of delta pulses with its relative magnitude as binomial coefficients.

For example, an order-3 binomial RF pulses consists of 4 subpulses (k = 0, 1, 2, 3),

and has a relative flip angle of 1-3-3-1. Note that in practice we typically use hard

pulses for the composite RFs.

SPAMM with composite pulses

Composite RF pulses can be alternately applied with dephasing gradients to

generate sharper tag lines [123]. Figure 2.15 compares simulated tag lines between

1-1 SPAMM and 1-3-3-1 SPAMM. In the high-order SPAMM, the tagging part

can consist of any number of RF pulses such that their relative flip angles follow a

binomial pattern, e.g. 1-2-1, 1-3-3-1, etc. The modulating gradients lie in-between

the RF pulses, point in the same direction, and have the same total flip angle as

in 1-1 SPAMM. The higher the binomial order, the sharper the tag lines. This

development leads to improving the tagging pattern quality with a slightly longer

tagging pulse.

Composite SPAMM sequences can also be used to generate multi-dimensional

tag lines. Figure 2.16 shows examples of 1D-x, 1D-y and 2D 1-3-3-1 SPAMM
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Figure 2.15: Higher order SPAMM sequences generate sharper tag lines. Higher
order SPAMM sequences use binomial RF pulses alternately with dephasing gradi-
ents to generate sharper tag lines with longer pulse duration. Top row shows 1-1,
1-2-1, and 1-3-3-1 SPAMM sequences. Middle row shows simulated magnetization
immediately after the SPAMM sequences. Note that narrower tag lines generated
by higher order SPAMM (arrows compare results between 1-1 and 1-3-3-1). Bot-
tom rows (left to right) show representative images, with progression on binomial
order and sharpness of the tag lines.

sequences. SPAMM sequences with different dephasing gradient directions are

applied sequentially to generate 2D tag grid. 90◦ out of phase RFs and crusher

gradient with different size in the 2nd direction are needed to avoid stimulated echo

in 2D tagging.
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2.3.2 Tagged CINE MRI

MR tagging has been extensively used with CINE imaging [105]. Figure 2.17

illustrates a simple example of CINE imaging [124]. In acquisition, an ECG signal

triggers a pulse sequence. The sequence acquires a specific k-space line or view.

Identical pulse sequences are repeated until the next trigger signal is received.

With the new trigger signal, a different k-space line is acquired. This process is
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Figure 2.17: CINEMRI uses multiple repetitions to reconstruct one single period of
motion. During each repetitions, the sequence only acquires a specific k-space line
or multiple lines (view). The acquired views are re-arranged during reconstruction
to obtain k-space at each cardiac phases.

repeated until all k-space lines are acquired. Images reconstructed from the k-

space data sets can be viewed as a CINE loop to reveal the dynamics during an

averaged cardiac cycle (over 3 R-R intervals in the example).

Tagged CINE MRI has been employed in the upper airway imaging. Brown et

al. [66] used tagged CINE MRI to evaluate tongue and lateral upper airway move-

ment with mandibular advancement, in order to predict treatment efficiency on

obstructive sleep apnea patients. For speech production, tagged MRI was utilized
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as snap shots at designated points in a tongue movement to visualize the defor-

mation in early 1990s [125, 126, 127]. Later in the 2000s, tagged CINE MRI was

used to analyze the motion of the internal tongue during speech [104, 128, 129].

Recently, it has been utilized to provide images for measurement of 4D tongue

motion and to generate an atlas of the human tongue during articulation [130, 131].

This technique requires multiple repetitions. For example, 16 speech utterance

repetitions were required for each slice in [128], 144 voluntary head rotation for

studying traumatic brain injury in [109], and more than 135 repeated left to right

eye movements for extraocular muscle motion in [107]. Such CINE methods rely

on repetition with perfect synchronization, thus allowing tagged MRI to be used

to analyze cardiac motion [38], [39], as heart beats in sinus rhythm are highly

repeatable, independent of rate of contraction [40], and can be easily synchronized

with ECG. Robust deployment of tagged CINE MRI to non-cardiac applications

has been hindered by variability in motion, such as voluntary effort discrepancy

during body movement [106] or normal and natural token and type variability

during speech production [132].

2.3.3 Tagged real-time MRI

An alternative to tagged CINE strategies is to use RT-MRI approaches that

do not require repetition or synchronization. Tagged RT-MRI has been proposed

to reduce scan time for cardiac application [133, 134, 135, 136]. Tagged RT-MRI

with Cartesian sampling was explored for cardiac applications [133, 134]. However,

these methods only provide 1D deformation in real-time, as they implement fast

imaging by either compromising resolution on phase encoding direction [133] or by

only acquiring a small island of harmonic peak in k-space [134]. They need at least

two heartbeats to resolve motion on both directions. Real-time SENC techniques
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[135, 136], although able to provide quantitative strain for cardiac applications,

nevertheless measure on a plane that is perpendicular to the imaging plane and

are not compatible with speech applications.
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Chapter 3

Visualizing internal tongue

motion: intermittently tagged

real-time MRI

I n this chapter, we demonstrate a tagging method compatible with RT-MRI

for the study of natural human speech production. We apply tagging as a

brief interruption of continuous RT-MRI data acquisition. We explore the selec-

tion of imaging parameters for such speech studies to optimize image quality and

tag persistence. We evaluate this method using simulations and in-vivo studies

of American English diphthong and consonant production. We show that the

proposed method can capture tongue motion patterns and their relative timing

through internal tongue deformation, and therefore provide a potential tool for

studying muscle function in speech production and similar scientific and clinical

applications.

3.1 Methods

3.1.1 Tagged real-time MRI implementation

Experiments were performed on a Signa Excite HD 1.5 T scanner with a custom

eight-channel upper-airway coil [40]. The pulse sequence was implemented within
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a real-time imaging platform (RTHawk Research v2.3.4 , HeartVista, Inc., Los

Altos, CA, USA) [137].

Figure 3.1 illustrates the acquisition timing and the pulse sequence diagrams

for tagging and imaging. As shown in Figure 3.1a, tagging is applied as a brief

interruption to continuous real-time spiral acquisition. A button was added to the

RTHawk graphical user interface to allow operator control of intermittent tagging.

Manually pushing the button initiates the tagging module to be applied right after

the current imaging TR and before the next imaging TR. Real-time spiral data

acquisition experiences only a brief interruption of less than 6 ms (comparable to

one imaging TR). The persistence of the tag grid depends on longitudinal relax-

ation (T1) of the tongue muscle and the effect of imaging RF excitation [117].

Figure 3.1(b) illustrates the tagging sequence, which is a standard 2D 1-3-3-

1 binomial SPAMM sequence [123, 115], with a 1 cm spacing in both in-plane

directions. Two SPAMM pulses were sequentially applied along the x and y axes,

followed by crushers to eliminate any remaining transverse magnetization [121].

The second composite SPAMM sequence had its phase shifted by 90◦ relative to

the first one [115] and used a different crusher area to avoid stimulated echoes.

The overall duration was 5.66 ms.

Figure 3.1(c) illustrates the imaging sequence, which is a standard spiral spoiled

gradient echo designed to make the maximum use of the gradients (40 mT/m

amplitude and 150 mT/m/ms slew rate). The imaging parameters were: FOV

20 cm, slice thickness 7 mm, readout duration 2.49 ms, TE/TR 0.71 ms/5.58 ms,

13-interleaves bit reversed view-ordering.

Coil-by-coil gridding reconstruction with view-sharing was performed on-the-fly

during data acquisition. The Walsh method was used to estimate the sensitivity
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Figure 3.1: Speech RT-MRI with intermittent tagging. (a) Overall acquisition
timing. Continuous imaging is performed using interleaved spiral GRE imaging
(c, blue block) with view-sharing reconstruction. 13-interleaves were utilized to
fully sample k-space at each time frame using a bit-reversed interleaf order. Tag
placement is performed using two 1-3-3-1 SPAMM pulses along x and y (b, yellow
block). Note the second composite SPAMM pulse is shifted with a 90◦ relative
phase and is with slightly larger crusher to avoid stimulated echo.

map for coil combining [138]. We utilized a step size of 5 TRs for the sliding win-

dow, resulting in a nominal temporal resolution of 36 frames/sec. The approximate

end-to-end reconstruction latency was 27 ms. This setup enables the operator to

observe the tagging lines deformation in real-time, to monitor the subject comple-

tion of the designed articulation task, and to determine if the timing of triggering

conformed to design. Concomitant fields correction [139] and image unwarping

that accounts for gradient nonuniformity [140] were applied with gridding recon-

struction.
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3.1.2 Selection of acquisition parameters

Tag persistence can be quantitatively evaluated by analyzing the temporal evo-

lution of contrast-to-noise ratio CNRtag as a function of time. In the following

section, we assume that the steady state signal Mss is reached prior to tagging.

For SPGR sequences, immediately after tagging sequence at time t0, the lon-

gitudinal magnetization can be expressed as [117]:

Mz(t0) = Mss,zQ(x, y), (3.1)

where Q(x,y) represents the modulation function due to the SPAMM sequence.

The longitudinal magnetization immediately before the first RF at time t1, con-

sidering T1 recovery, is:

Mz(t1) = Mss,zQ(x, y)e− t1
T1 +M0

(
1− e− t1

T1

)
= MT +MR,

(3.2)

The first term, denoted MT , contains the fading tag information; the second term,

denoted MR, contains the recovery toward equilibrium magnetization M0. We cal-

culate the temporal evolution of tag contrast by considering n consecutive spiral

GRE TRs, each with flip angle α. Each of such imaging RFs will scale the mag-

netization with a factor of cosα. The MT component immediately before the nth

RF excitation (at time tn) can be expressed as:

M
(n)
T = Mss,zQ(x, y)e− tn

T1

n−1∏
j=1

cosα

= Mss,zQ(x, y)e− tn
T1 cosαn−1,

(3.3)
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and the MR component can be recursively expressed as:

M
(n)
R =

[
M

(n−1)
R cosα−M0

]
e

− tn−tn−1
T1 +M0. (3.4)

Applications of RFs during imaging contributes to reducing the tag information,

as it consumes part of the longitudinal magnetization. An optimal flip angle can

be determined as described below.

The contrast in image is the peak-to-valley difference in magnetization M
(n)
T

that tipped to the transverse plane by the imaging RF. The CNRtag after the nth

RF excitation is defined as the ratio between the contrast in image and standard

deviation of the image noise:

CNRtag =
R
(
M

(n)
T

)
sinα

σ
, (3.5)

where R(·) denotes the peak-to-valley difference. Simulated σ is calculated as the

simulated steady state signal divided by 15, as suggested by previous experiments

[40].

The tag persistence can be defined as the time span between the grids being

placed and CNRtag dropping below a certain threshold. Markl et al. suggested a

CNR threshold of 6 for cardiac applications [141].

Two healthy volunteers (27/M, 27/F) were scanned to verify tag persistence in

the tongue and to identify the optimal imaging flip angle. Fifteen integer flip angles

ranging from 1◦ to 15◦ were utilized in the experiment. A wide tag spacing of 5 cm

was used to mitigate partial volume effects in the post processing steps. The noise

covariance matrix of the coils was measured with a separate scan with excitation

RFs turned off. The measured noise covariance matrix was utilized to pre-whiten

the multi-coil data and to calculate the standard deviation of the noise to normalize
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the result. For each flip angle, a separate scan was employed to measure the steady

state signal to properly scale between simulation and measurements. The subjects

were instructed to keep their mouth in a closed neutral position and remain still

during the scan to minimize off-resonance and motion artifacts. The peak and

valley values were calculated by taking an average over the manually selected

regions of interest (ROIs). The peak ROI was drawn in two 4-by-6-pixel squares in

the bright regions in the tongue; the valley ROI was selected over one 3-by-16-pixel

stripe at the center of the dark tag lines.

3.1.3 Triggering mechanism

In this study, we tested three different tag-triggering schemes to assess the best

utilization of the imaging window after the intermittent tagging sequence. Each

involved a specific approach to coordinating the tag triggering by the operator

with the speech production by a subject (who read linguistic stimuli projected on

a screen).

Manual triggering

In the manual triggering approach, the subjects were instructed to speak the

linguistic stimuli (described below) 10 times with a full pause between each pro-

duction (to ensure the intermediate return to a neutral vocal tract posture). The

operator used the first 2-3 utterances to ascertain the token-to-token rhythm or

pacing of the subject for application of the tagging module for the rest of the trials.

The operator controlled both the button for the tagging module and the projector

presenting the stimuli one utterance at a time.
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Table 3.1: American English diphthong stimuli

Stimuli
Carrier

phrase

Target

diphthong

Starting

posture

description

Ending

posture

description

“I”

“oy”

“ow”

None
/aI/

/OI/

/aU/

Low back

Mid Back

Low Back

High front

High front

Mid/high back

“a buy puppy”

“a boy puppy”

“a bow puppy”

a [·] puppy
/aI/

/OI/

/aU/

Low back

Mid Back

Low Back

High front

High front

Mid/high back

Note: Starting/ending posture description refers to the approximate tongue position when
tagging began (if in a carrier, during the “a”) and ended.

Cued triggering

In the cued triggering approach, the MRI operator and the subject were

instructed, respectively, to push the triggering button and to read the stimulus

immediately upon its visual appearance on the projector screen.

Periodic triggering:

In the periodic triggering approach, an automatic triggering was implemented

in the sequence system. The tagging module was applied every 182 TRs with a

period of approximately 1015 ms, which is equivalent to 14 fully sampled frames

when no view sharing is applied. The subjects were instructed to say the stimuli

during a 15 sec interval placing a pause between each individual speech item.

3.1.4 Speech experiments

Four healthy volunteers (2M2F, 27-31yrs), all native American English speak-

ers, were scanned. The experiment protocol was approved by our Institutional

Review Board, and informed consent was obtained from all volunteers. Audio
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recording and stimuli presentation were adapted from similar protocols success-

fully used in previous studies [40].

Table 3.1 shows the American English diphthong vowel stimuli used in this

experiment [142, 143, 144]. Diphthongs are vowels in which the lingual postures,

and their concomitant formant frequencies, require relatively large movements from

one vowel target to another in the same syllable [142]. The diphthongs /aI/, /OI/

and /aU/ were chosen for this study because they involve substantial movement

of the tongue when gliding from initial to final vowel quality, and the duration of

this movement (approximately 180ms to 300ms [144]) can be thoroughly covered

in the current imaging window.

The stimuli were placed both in carrier phrases and presented in isolation, so

as to provide variation for investigating the proposed tagging sequence. Diphthong

stimuli in isolation were the words/pseudo-words: “I”, “oy” and “ow.” The stim-

uli in carrier phrases placed the diphthongs after labial consonants in the words:

“buy,” “boy,” and “bow.” (for “ow”, subjects were instructed so as to ensure that

their pronunciation rhymed with “now.”) A [b], a consonant made with lip rather

than lingual closure, was used preceding and following the diphthong to minimize

any co-articulation with other nearby lingual sounds. The tagging module was

triggered in close temporal proximity with the onset of the diphthong. Different

motion patterns and their relative timing during the transition between the com-

ponent postures of the diphthongs were then imaged. The carrier phrase stimuli

(“a buy/boy/bow puppy”) are presented in this work.

Table 3.2 shows consonant stimuli used in the experiment. Stimuli occurred

in the pseudo-words: “ara,” “asha” and “acha,” so as to place /ô/, /S/ and /tS/

between two /@/s having a relative neutral vocal tract posture. All of these target

consonants are produced using a tongue constriction in the anterior oral hard palate
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Table 3.2: American English consonant stimuli

Stimuli
Target

consonant

Articulation place

and manner
Constriction area

“ara” /ô/ Retroflex approximant
Lips, pharynx,

postalveolar ridge

“asha” /S/ Postalveolar fricative Postalveolar ridge

“acha” /tS/ Postalveolar affricate Postalveolar ridge

area immediately posterior to the alveolar ridge. /ô/ (for this speaker) places the

tongue tip in a retroflex posture (though other American English speakers are

known to make /ô/ with a bunched, tip-down posture), and /S/ and /tS/ raise the

tongue tip and blade up toward the postalveolar area; /S/ retains a small airway

opening allowing turbulent airflow, while /tS/ has a brief stop of airflow as the

tongue fully contacts the palate followed by turbulent airflow as it draws away.

3.2 Results

3.2.1 Acquisition parameters

Figure 3.2 shows CNR-based threshold time and signal intensity as functions of

imaging flip angle. The longitudinal relaxation of the tongue muscle T1 = 850 ms

at 1.5 T was measured by inversion recovery fast spin echo (FSE-IR) with multiple

inversion times. This value agreed with previous literature [1, 145]. Dashed lines

in Figure 3.2(a) indicate the CNR optimal flip angle that delivers the longest

threshold time. The CNR optimal flip angle increases from 3◦ to 6.5◦ with higher

threshold values providing shorter tag persistence. The Ernst angle for imaging
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Figure 3.2: Simulation of tag persistence and steady-state signal as a function of
imaging flip angle. Top: Threshold time is defined as the time span between the
tag being placed and the tag CNR falling below the threshold value (shown for
CNR cutoffs of 4, 5, 6, and 7). The dashed line marks the flip angles that will
deliver the longest threshold time for each CNR threshold. The longest persistence
can be reached at a flip angle of 3-6.5◦. Performance suffers quickly if the flip angle
is too low, but less so if the flip angle is too high. Bottom: Steady state signal as
a function of flip angle for the imaging TR = 5.58 ms and tongue T1 = 850 ms
at 1.5 T. The Ernst angle in this case is 6.2◦. The actual imaging flip angle was
selected based on both tag persistence and steady-state tongue SNR.

tongue is αE = 6.2◦ as showed in Figure 3.2(b). The simulation shows a trade-

off between CNR-based tag persistence and image SNR when choosing optimal

excitation flip angle.

Figure 3.3 shows an in-vivo experiment on tag persistence in human tongue.

Measured signal of tag lines (center) and peak-to-valley contrast were plotted as

functions of time with corresponding simulated curve. The curves were normalized

by the standard deviation of noise measured in a separate scan. Only a subset of

flip angles (3◦, 5◦, 7◦ in 1 - 15◦) are shown in the figure for illustrative purpose.
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Figure 3.3: Tag persistence in human tongue at 1.5 T. Left: simulation (line)
and measurement (symbol) of the tag line signal for the first 1.2 s after the tag
module was applied. Right: contrast decay after tag module being applied. Tongue
T1 = 850 ms was measured using an inversion recovery fast spin echo (IR-FSE)
sequence with multiple inversion times. The signal and contrast were normalized
by the standard deviation of noise, measured by a separate scan with RF excitation
turned off.

The measured signal conformed to the simulation for all imaging flip angles. The

tag lines of FA = 3◦, 5◦, 7◦ recovered to the steady signal with SNRs of 13, 17 and

20 with decreasing times, respectively. Note that FA = 7◦ had the highest imaging

SNR; however, the faster decay resulted in a CNR drop to 5 in only 600 ms. In

contrast, the CNR by FA = 3◦ and 5◦ reached the threshold level in more than

650 ms, with the latter having 30% higher image SNR in the tongue compared to

the former. In our experience, imaging using a very small flip angle (α < 5◦) was

sensitive to B1 inhomogeneity in the tongue, as the signal dropped dramatically

when unintentionally decreasing the flip angle. As an overall result of the above
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Figure 3.4: Example images of tag fading with imaging flip angle of 3◦, 5◦ and 7◦.
Wide tag spacing of 5 cm was used to mitigate partial volume effects. At around
700 ms (4th column), FA = 3◦, 5◦ have similar CNR, while the latter has 30%
higher SNR. As an overall consideration, we used flip angle of 5◦ with an imaging
window of around 650-800 ms, with the ending CNR of 5-6.

considerations, we used a flip angle of 5◦ with an imaging window of around 650-

800 ms, with the ending CNR of 5-6. Figure 3.4 shows example images of tag

fading.

3.2.2 Triggering mechanism

Manual triggers were likely to miss the beginning of the diphthong even with

the operator and the subject synchronized into the same rhythm with practice. The

reflex delay of the human operator and the normal speech pacing and production

variability of the subjects aggravated the miss rate. Further, the operator’s timing

accuracy largely depended on the audible speech that emerged from the scanner,

which was compromised by acoustic scanner noise.
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Both cued and periodic triggering performed well. During cued triggering, the

normal reflex delay of the subject between seeing the stimuli on the projector and

starting articulation was largely matched by the reflex delay of the MRI operator

in executing the tagging button press, ensuring that the tag was reliably placed

appropriately before the target tongue movement. Interestingly for the elicitation

protocol of periodic tagging, the tagging module interrupted the acoustic sound

of the readout gradient heard by the subjects and acted in effect as an auditory

metronome for the subject, causing them to entrain to the tag triggering rhythm

and thereby consequently aligning their productions with the tagging timing after

the first 1-2 triggers. And, since there was no voluntary effort required by the

operator on the triggering side, operator alignment errors were not an issue.

3.2.3 Visualization of tongue deformation

Figure 3.5 uses American English Vowel Charts to provide a rough schema

for understanding the tongue positioning. The blue curve in the chart marks the

starting and ending points for the three diphthong vowels being studied. These

vowels in English are known to produce sweeping lingual motions that move the

tongue upward from a depressed and/or retracted posture to a raised and fronted

or raised and retracted posture as follows: in /aI/ from a low-back posture to

a high-front posture, in /OI/ from a mid-back posture (with lip rounding) to a

mid-high front posture, in /aU/ from a low posture to a high-back (lip rounded)

posture. In these vowels, as in vowels generally, the tongue is generally more or

less arched; it is not grooved or concave.

Figure 3.6 reveals internal tongue movement during three American English

diphthong articulation examples. The videos can be found in Supporting Informa-

tion Video S1 at Wiley Online. For orientation, note that /aI/ and /aU/ start with
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I
/aɪ/

OI
/ɔɪ/

OW
/aʊ/

Figure 3.5: American English Vowel Charts illustrate a rough schema for under-
standing tongue position observed in the representative frames in Figure 3.6.

similar low and retracted tongue postures (note the pharyngeal narrowing); /aI/

and /OI/ end with similar postures of the tongue bunched up high in the palatal

vault; and the starting posture of /OI/ is similar to the ending posture of /aU/ with

the tongue high and retracted toward the velum (soft palate).

Figure 3.6 contains representative frames, illustrating multiple deformation pat-

terns and capturing their relative timing. A shear between different parts of the
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I
/aɪ/

OI
/ɔɪ/

36 ms 176 ms 315 ms 455 ms 595 ms

OW
/aʊ/

734 ms

Figure 3.6: Tagged RT-MRI reveals internal tongue deformations and their relative
timing during American English diphthong articulation. Each color indicates the
start of a different motion pattern: (left to right) tongue tip deformation (green),
shear (cyan), tongue body compression (magenta), and tongue root compression
(yellow). Importantly, the relative timing of motion patterns is seen; for example,
deformation of the tongue tip (green) was followed by shear (cyan) and finally
compression of the tongue root (yellow).

tongue can be identified as square grids changing into parallelograms. Compression

can be identified as square grids changing into bi-concave rectangles. Stretching

and curving of the tongue can be identified by bended grid lines. Each of these

types of deformations occurred during the course of diphthong articulation. Color

arrows mark the start of one specific type of deformation in the representative

frames.

In the case of /aI/ (top row), parallelograms emerge at 315ms (cyan), indicat-

ing shear between the tongue body and tongue root. Also at this time, bi-concave

rectangles can be observed at the top of the tongue body (magenta). These com-

pressions move the tongue forward and somewhat higher. Compression of the

tongue root happens later (frame 595 ms), further increasing the height of the

tongue into the palatal vault (yellow).
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In /OI/ (middle row), the tongue tip stretching forward was identified by the ver-

tical tag lines in that area starting to curve (green). Then as the tongue moves for-

ward and higher, upper-lower shear (cyan), compression in tongue body (magenta),

and some tongue root fronting (yellow) is observed in the later frames.

In /aU/ (bottom row), we again see early compression and curving of the tongue

tip (green). Shear (cyan) appears as the tongue retracting and bunching toward

the pharyngeal wall. Compression in both tongue body (magenta) and tongue root

(yellow) further move the tongue upward toward the velum.

The representative frames were chosen specifically to show the timing rela-

tions of these various tongue internal deformations, documented as the four colors

distributing differently in time from left to right. For instance, in the top row

deformation of tongue body (magenta) and tongue base (yellow) (which can be

thought of as the tongue’s ‘undercarriage’) is seen during /aI/, with the former

happening earlier ( 300 ms) than the latter ( 590 ms). Another example is tongue

tip deformation, which happened early in all diphthongs tested, indicated by green

arrows on the left.

Figure 3.7 shows diphthongs in carrier phrases: (a) “a buy puppy,” (b) “a boy

puppy,” and (c) “a bow puppy.” Supporting Information Video S2-4 (see Wiley

Online) shows the three diphthong stimuli in carrier phrases with synchronized

audio recording. Intensity-time (x-t) plots are shown in the top rows of (a)-(c) and

the moment at which the tagging module was applied is indicated at the very top

of the Figure 3.7 and serves as the temporal alignment point for the figures. Six

representative frames are zoomed out in the bottom rows with green and magenta

dashed squares marking the start and end of the diphthong articulations. (Note

that the representative frames in (c) have a shorter time span compared to (a) and

(b).) The tag persisted from the beginning of the mid-central /@/ that preceded
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Figure 3.7: Tagged RT-MRI reveals deformation relative to the relatively neutral
posture of the schwa /@/ (“a”) of the carrier sentence. Stimuli occurred in car-
rier phrases: (a) “a buy puppy,” (b) “a boy puppy” and (c) “a bow puppy.” The
intensity-time (x-t) plots in top rows of (a)-(c) indicate tagging timing, and six rep-
resentative frames are shown across time in each bottom row. Green and magenta
dashed square mark the start and end gestures of the diphthong articulation. Note
the deformation differences in internal tongue among the three diphthongs’ start-
ing postures and across their ending postures. (Such as start of /aI/ vs. /aU/ as
in a4 vs. c3, start of /OI/ vs. end of /aU/ as in b4 vs. c5.)
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the target word in the carrier phrase and successfully visualized deformation of the

tongue for the entire course of the target diphthong.

The first frames in Figure 3.7(a)-(c) show the tag applied when the tongue

started at a mid-central vowel /@/ (the initial “a” of the carrier phrase), so that

all of the deformations in the later frames are relative to this relatively neutral

vocalic schwa posture. Note that while (a4)/aI/ and (c3)/aU/ start with similar

low and retracted tongue postures marked by pharyngeal narrowing, differences

in the internal tongue can be immediately visualized in the distinct grid deforma-

tions. This confirms subtle distinction between the starting position of /aI/ and

/aU/, echoed in the American English Vowel Chart in Figure 3.5. Similarly, the

deformational difference between the ending posture of /aU/ (b4) and the starting

posture of /OI/ (c5) was clearly evident; more bi-concave rectangles exist in (c5)

in addition to parallelograms in both (b4) and (c5), indicating horizontal squeeze,

which further packs the tongue up toward palatal vault. This is consistent with

the placement in the second and third vowel charts in Figure 3.5.

With a relatively neutral schwa posture (frame 1’s) as a reference, the defor-

mations also indicate regional motion within the tongue: in (b3-4) parallelograms

in the middle of the tongue indicate shear serving to retract the tongue body back

toward the pharyngeal wall; (a6, b6) indicate horizontal compression squeezing

the tongue up toward the palate. Little or no deformation is observed during the

maintenance of the most extreme postures such as (a6, b6, c3).

Figure 3.8 shows different deformation patterns in three example consonant

stimuli. In /ô/, curved tag lines in tongue tip (green) are evident, indicating the

upward ‘bending’ deformation of the tongue front high into the palatal vault. Note

that /ô/ has three constrictions: at the lips, in the postalveolar region, and in the

pharynx; while /S/ and /tS/ only have one constriction, in the postalveolar region.
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Thus in /ô/ vertical compression in the tongue body (yellow arrows in /ô/) is seen

due to the tongue body and root being squeezed toward the pharyngeal wall. This

vertical compression is not present in the other two consonant stimuli. In both

/S/ and /tS/, the x-t waveform shows there is a highly similar airway shape (i.e.,

tongue surface contour), as we would expect for the fricative portion (green dash).

However, internal differences are visible, presumably arising from the pull-away

characteristics of the blade that remains pressed or stabilized upward more so for

/tS/ (magenta) than for /S/ (green). Significantly, the tagged images show the

tongue internal deformation differences even when tongue surface contours and

vocal tract constriction locations are comparable.

3.3 Discussion

We have demonstrated intermittent tagging during RT-MRI as a poten-

tial means to visualize internal tongue motion during speech production. This

approach eliminates the need for re-binning data using multiple repetitions and

is suitable for investigations of natural speech production. We demonstrated a

framework to select imaging parameters in consideration of image quality and

tag persistence and achieved an imaging window of approximately 650-800 ms

at 1.5 T, with imaging SNR ≥ 17 and tag CNR ≥ 5 in human tongue. This

work leverages mature speech RT-MRI techniques [12], [45] to provide adequate

spatiotemporal resolution for tagged imaging. The resulting method is able to cap-

ture tongue motion patterns and their relative timing as exemplified by internal

tongue deformation during American English diphthong vowels and consonants.

This method can also provide images for further quantification of internal tongue

motion [128, 131, 108, 146, 147].
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Figure 3.8: Tagged RT-MRI shows different deformation patterns (relative to pre-
ceding schwa postures) during the articulation of consonants /ô/, /S/, and /tS/.
The intensity-time (x-t) plots in top rows indicate tagging timing, and three rep-
resentative frames are shown across time in each bottom row. All stimuli involve
constriction with the tongue tip and/or blade (i.e. the tongue front) in the postalve-
olar region of the vocal tract. Interestingly, the tagged images show tongue internal
deformation differences (magenta vs. green) even when tongue surface contours
and vocal tract constriction locations are comparable.

3.3.1 Potential applications

The proposed method may provide insight into several open questions in speech

science and linguistics. For instance, acoustic studies have shown that the vocalic

formants of the initial and terminal portions of a diphthong are not necessarily

the same as those found for the simple vowels in monophthongs used to describe

them [142]. Hsieh et al. [143] hypothesized that strong biomechanical coupling

between starting and ending gestures truncates diphthong articulation, leading to
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less extreme [a] vowels (as compared to the corresponding monophthong). This

study used constriction degree to examine diphthong articulation, by assuming that

constrictions can be identified with higher signal intensity in a region of interest.

The tagging method proposed here can enable testing of this and similar hypotheses

by directly examining the biomechanical subsystems in the tongue.

The proposed method may also serve to provide insights into disease states that

affect speech production. CINE-tagging has been used by Lee et al. [147] to assess

tongue impairment in amyotrophic lateral sclerosis (ALS) patients and by Stone et

al. [129] to investigate articulation variance between post-glossectomy patients and

controls. For these applications, the requisite repeating motion required in CINE-

tagging could be burdensome for some patients, aside from the fact that highly

consistent repeatability, which is challenging in impaired speech, is required for

re-binning data. Such challenge is demonstrated in Supporting Information Video

S5 (see Wiley Online). The proposed RT-MRI tagging method can substantially

simplify the data acquisition and preclude errors from a re-binning process, by

compromising resolution and/or SNR. Lastly, tongue muscle movement patterns

in obstructive sleep apnea (OSA) patients have been characterized in clinical stud-

ies for treatment evaluation [66]. The proposed method with automatic periodic

tagging could potentially allow studies during natural sleep.

3.3.2 Triggering

We investigated the performance of the proposed intermittent tagging with

three varying triggering mechanisms. Cued and periodic tagging perform well for

all four subject scans. Although there is variability in speech rate across subjects,

the flexible nature of these intermittent-tagging protocols allows us to flexibly

adjust the triggering timing.
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3.3.3 Tagging consideration

As a feasibility effort, this work employed a fairly simple tagging module. We

used a 1-3-3-1 SPAMM tagging sequence, as established in the literature, and

produced high quality visualization of tag grids in tongue. There exist many alter-

natives to SPAMM. Several cardiovascular magnetic resonance (CMR) tagging

approaches can potentially be adapted for speech applications [105]. Particularly

appealing options include HARP [148] and DENSE [119], allowing faster and sim-

pler post-processing and analysis. HARP has been adapted for speech production

in the CINE framework [104, 131, 130, 108, 147]. More rapid data acquisition

implementation by EPI was proposed for cardiac HARP [134], in which only the

spectral peak of interest was acquired. DENSE provides higher sensitivity and

spatial resolution. However, the technique is derived from Stimulated Echo Acqui-

sition Mode (STEAM) sequence and suffers from low SNR. Phase contrast imag-

ing has been shown for the application of tissue velocity mapping in myocardial

motion [149] as well as in skeletal muscle contraction [150]. This technique encodes

information about velocity into the phase of the detected signal. Note that all

three of these alternatives are phase-sensitive methods; phase errors introduced by

uncounted off-resonance need to be carefully considered when adapting to speech

applications [149, 151, 152, 153].

The SPAMM parameters may also be optimized. We used grid spacing of 1

cm, but this spacing may need adjustment based on the size of the subject. For

example, we expect a finer grid spacing will be required in small people, such as

young children. The grid spacing may also need modification depending on the

specific muscle groups or vocal tract subsystems of interest such that they are

fine enough to distinguish the contractions and internal movements of the specific

lingual muscle system(s) of interest such as for the tongue tip.
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Improvement in tag persistence is also of interest. Variable flip angle (VFA)

has been utilized in spiral myocardial tagging to improve contrast throughout the

entire cardiac cycle. Ryf et al. [154] applied larger flip angle in the later stage of

the imaging cycle to compensate the faded longitudinal magnetization. This topic

will be further explored in Chapter 4.

3.3.4 Imaging consideration

Motion artifacts exist in some of the current results. This is not surprising

as Lingala et al. [40] pointed out that fully sampled single slice RT-MRI can-

not resolve all tongue movements, especially during faster pace speaking or those

involving intrinsically faster subsystem movement such as by the tongue tip. These

artifacts can be mitigated by under-sampling and constrained reconstruction meth-

ods, which have yet to be explored in combination with tagging.

Imaging at 3 T is of interest because it could provide longer tag persistence

and higher SNR. We conducted all of our experiments at 1.5 T field strength.

Previous studies have compared imaging at 1.5 T and 3 T for cardiac applications

for balanced steady state free precession (bSSFP) sequences [141]. With the same

imaging parameters, the tag persists approximately 25-30% longer due to slower T1

relaxation and higher intrinsic imaging SNR in human tongue. This can be further

improved by a smaller flip angle, considering the lower Ernst angle needed for longer

T1. However, stronger off-resonance emerges at higher field strength, especially at

air-tissue boundaries with an amount of approximately 9.4 ppm [155]. This could

cause blurring of the grid near the tongue surface, or even total disappearance in

subtle structure such as the tongue tip. To mitigate the off-resonance artifacts,

dynamic off-resonance can also be incorporated into the reconstruction pipeline

to reduce artifacts [49, 50]. Subjects with large proton density fat fraction at the
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base of the tongue (inferior-posterior) will also suffer from signal dephasing due

to off-resonance of 3.5 ppm between fat and water [156]. This signal loss can be

reduced by shortening the readout duration of spiral acquisition while trading-off

temporal resolution or by using another sampling pattern with short readout, such

as radial sampling [26].

3.4 Conclusions

We have developed and demonstrated a method for intermittent tagging during

real-time MRI of speech production to reveal internal deformations of the tongue.

We incorporated 1-3-3-1 SPAMM tagging with rapid spiral GRE to reveal the

internal tongue motion during articulation. We showed that this method can

capture various motion patterns in the tongue and their relative timing using case

examples of American English diphthongs and consonants. The proposed method

can potentially provide tools to investigate muscle function or other applications

of internal tissue movement in future scientific and clinical research.
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Chapter 4

Capturing longer motion patterns

in speech production: real-time

MRI with REALTAG

T agged RT MRI has been proposed to reduce scan time for cardiac appli-

cation [133, 134, 135, 136] and, in Chapter 3, to eliminate the need for

repetitions in imaging speech production [157]. These techniques are able to pro-

vide adequate spatiotemporal resolution, and tag persistence has been the primary

limitation. In Chapter 3, tag persistence was demonstrated to be around 650 ms

at 1.5 T for the tongue [157]. This duration is sufficient for imaging the produc-

tion of single syllables in American English. However, this is not sufficient for

longer utterances in which the tongue motions of interest may be on the order of 1

second, such as vowel-to-vowel transition across words or geminate (i.e., phonolog-

ically long) articulations. Tongue deformation patterns occurring in the formation

and release of lingual constrictions over these longer speech intervals are not well

understood due to limitations of other articulometry methods, which have focused

on point-tracking or tongue-/lip-surface imaging, yet the biomechanical underpin-

nings of internal tongue deformations remains an important aspect of character-

izing speech production and speech motor control, particularly for the complex

lingual hydrostat [158].
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Several methods can potentially extend the duration of tag persistence. For

SPGR, fewer excitation pulses per image can improve contrast [159], but this will

increase the readout time and will be limited by the substantial off-resonance in air-

tissue boundaries [38]. A bSSFP sequence yields improvement for contrast-to-noise

ratio (CNR) and tag persistence by improving tissue signal-to-noise ratio (SNR)

[160]. However, large off-resonance can introduce banding artifacts. CSPAMM

uses two consecutive scans with opposite tagging RF polarity and ramped imaging

flip angles to cancel out the tag fading [117]. This technique requires two repe-

titions and therefore requires gating. REALTAG, proposed by Derbyshire et al.

[161], uses a total flip angle (TFA) of 180◦ for the tagging pulse and phase-sensitive

reconstruction to correct the rectified inverted tags. This method prolongs tag per-

sistence by roughly a factor of 2 without increasing scan time, and it is compatible

with tagged RT-MRI approaches.

In this chapter, we apply REALTAG to intermittently tagged RT-MRI and

demonstrate its successful application to the study of human speech production.

We use a spatial low-pass filter to extract and compensate for smooth image phase

and isolate tag lines. We evaluate this method using both simulations and in vivo

studies of American English vowel-to-vowel transitions. In experiments focused on

the human tongue, the proposed method extended tag persistence by a factor of

1.9×.

4.1 Methods

4.1.1 Imaging methods

A combinatorial 1-3-3-1 SPAMM sequence was employed with a TFA of 180◦

(proposed) and a TFA of 90◦ (original) implementation [157]. The tagging pulses
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Figure 4.1: Phase sensitive reconstruction flowchart (left) and example images
from intermediate steps (right). Low resolution and tag-line-free phase (B) was
estimated for each time frame using a 1/5 synthesized k-space center (20-by-20)
after gridding and coil combining (A), as the tag harmonic peaks are located at
20 points from the center of a 100-by-100 k-space with 2 mm image resolution and
1 cm tag spacing. Final images (D) were generated by taking the non-negative
values from phase sensitive reconstruction (C) for better visualization. Note the
bright spots existing in the intersection of tag lines in (D) due to double inversion.

were intermittently triggered to place a 2D grid of tag lines with 1 cm spacing

during the continuous SPGR imaging. The imaging parameters were: 13 spiral

interleaves, field of view 20 cm, slice thickness 7 mm, readout duration 2.49 ms,

echo time/TR 0.71 ms/5.58 ms, and in-plane resolution isotropic 2 mm.

Gradient delay was accounted for during pre-scan. First-order shimming was

interactively performed in a carefully selected region of interest, including both

the oral tongue-air interface and the pharyngeal tongue root, while the subject

was instructed to sustain a relaxed open mouth posture. In practice, we found this
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shimming procedure to be crucial to reduce off-resonance at the tongue surface

boundary and to effectively enhance the performance of phase sensitive recon-

struction. Concomitant field correction [139] and image unwarping that takes into

account gradient nonuniformity [140] were applied with gridding reconstruction.

The gridding reconstruction was applied on the fully sampled 13 interleaves spiral

data coil-by-coil with a sliding window of 1 TR, providing a frame rate of 178

frame/s. ESPIRiT [162] was used to estimate coil sensitivity during pre-scan for

coil combining.

Figure 4.1 illustrates the phase sensitive reconstruction pipeline. After gridding

and coil combining, we selected a k-space center and implemented a low pass

filter by zero padding. We denote the tag spacing as ∆tag = αδ, where δ is the

image resolution, and α is a scaling factor. The tag pattern can be written as a

finite cosine series having a fundamental frequency of 1/∆tag [163]. In k-space,

modulating by this frequency results in replicating the image k-space at certain

harmonic frequencies [118]. These harmonic frequencies are located at

ktag = N

∆tag
= 2Nkmax

α
, (4.1)

with N = ±1,±2, ..., and 2kmax is the k-space extent. The width of the low pass

filter W was chosen in a way such that it only passes the k-space inside the half

of the lowest harmonic frequency, that is

W = 2kmax

α
. (4.2)

We enforced non-negative value in the final images to perceptually increase contrast

between dark tag lines and tongue tissue for visualization purposes.
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4.1.2 Experiments

Experiments were performed on a Signa Excite HD 1.5 T scanner with a custom

eight-channel upper-airway coil [40]. The pulse sequence was implemented using

RTHawk Research v2.3.4 (HeartVista, Inc., Los Altos, CA, USA) custom real-time

imaging platform [137]. We used a previously described tagged RT-MRI technique

with an imaging flip angle of 5◦ [157].

The experiment protocol was approved by our Institutional Review Board, and

informed consent was obtained from all volunteers.

4.1.3 Tag persistence

Tag persistence with TFA = 90◦ (original) and 180◦ (proposed) was simulated

and compared with in-vivo experiments. Five healthy volunteers (2M/3F, age

28-36 years) were scanned to verify tag persistence in the tongue. In this sub-

study, subjects were instructed to keep their mouth in a closed neutral position

and remain still during the scan to minimize off-resonance and motion artifacts.

A wide tag spacing of 5 cm was used to mitigate partial volume effects in the

post processing steps. A separate scan was employed to measure the steady state

signal to properly scale between simulation and measurements. The coil noise

covariance matrix was measured by a separate scan with excitation RFs turned

off, in order to pre-whiten the multi-coil data and to normalize the result [164].

CNRtag is defined as the ratio between tag line peak-to-valley difference in the

image and standard deviation of the image noise. The peak and valley values

were calculated by averaging over the manually selected regions of interest (ROIs).

The peak ROI was drawn in two 4-by-6-pixel squares in the bright regions in the

tongue; the valley ROI was selected over one 3-by-16-pixel stripe at the center of

the dark tag lines.
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Table 4.1: Vowel-to-vowel transition stimuli

Stimuli
Instructed

pronunciation

Target

starting

posture

Target

ending

posture

Measured

transition

duration ∗

“A pie again” /paI/ Low back High front 175± 25 ms

“A poppy again” /papI/ Low back High front 232± 15 ms

“A pop pip again” /pap pIp/ Low back High front 328± 22 ms

Underlines mark target words (column 1) or target vowel sounds (column 2). The transi-
tion duration is measured as mean±std in 10 trials for 2 speakers during speech production
for the time from the initiation of the first vowel’s constriction to the end of release of
the second vowel’s constriction.

Speech Production Experiments

Two volunteers (28/M, 28/F), both native American English speakers, were

scanned in the second sub-study. The text for the speech stimuli were projected

onto a screen visible to the subject in the scanner through a mirror. Audio record-

ing was synchronized with the data acquisition [165]. Upon visual appearance of

the task stimuli on the projector screen, the MRI operator and scan subject were

instructed, respectively, to push the triggering button and to read the stimulus

[157].

Table 4.1 details the stimuli used in this experiment. Three stimuli targeting

the same vowel-to-vowel transition were placed in the carrier phrase “a [·] again.”

All three stimuli involve a transition from (approximately) the same starting vowel

sound /a/ to (approximately) the same ending vowel sound /I/. The three stimuli

are the monosyllable “pie” with diphthong /aI/, “poppy” with the two vowels /a/

and /i/ in successive syllables in a word, and “pop pip” with the two vowels /a/

and /I/ in adjacent words. These English vowels in sequence produce sweeping

lingual motions that move the tongue from a low-back (pharyngeal constriction)
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posture to a high-front (oral palatal constriction) posture. The approximate sweep-

ing or transition time becomes increasingly longer in duration (all else equal) from

the monosyllable “pie” to the bisyllable CVCV (CV: consonant-vowel) “poppy”

to the cross-word CVCCVC sequence “pop pip.” Importantly the words’ medial

consonant [p] is made with the lips rather than the tongue, so was used near the

target vowel-to-vowel transition to minimize coarticulation with (i.e., interference

of) other nearby lingual sounds. The tagging module was triggered in close tempo-

ral proximity with the onset of the starting mid-central vowel /@/ (the initial word

“a” of the carrier phrase), so that the lingual deformations in the later frames are

relative to this fairly neutral vocalic schwa posture of the tongue.

4.2 Results

4.2.1 Off-resonance and the low pass filter width

Figure 4.2 illustrates the phase of a typical un-tagged image after low pass

filtering is applied, with various widths. The subject is holding an open-mouth

posture with large off-resonance. White arrows identify spatial variation of the

phase due to off-resonance. Off-resonance within the tongue is minimal. Larger

off-resonance only exists near other articulator boundaries, such as the hard palate

and pharyngeal wall. A filter width of 2kmax/α provides an adequate estimate of

the image phase for REALTAG phase sensitive reconstruction.

Figure 4.3 illustrates phase compensation using the low pass filter with different

widths W . A smaller W can cause over-smoothed phase estimation and shading

artifacts, indicated by the yellow arrow. Larger W can introduce spurious phase

information from the spectral replicas created by tagging and rectify the negative-

valued tag lines, indicated by the white arrows.
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Figure 4.2: Phase of an un-tagged images after low pass filtering with different
widths. Dashed lines indicate the designed filter width W = ktag = 2kmax/α (in
k-space samples). White arrows identify sharp spatial variations in phase due to
off-resonance. This variation is suppressed when using a low pass filter with small
width (see black arrow in 0.5ktag). A filter width ofW = ktag allows for a frequency
smaller than one half of the first harmonic frequency, minimizing phase contami-
nation from the replicas due to tagging, while provide an adequate estimation of
the background phase. Comparison among the W = ktag, 1.5ktag, 2ktag columns
indicates that larger filter width does not significantly improve the phase estima-
tion in the tongue. Further, larger filter width introduces unwanted artifacts in
the tag lines as shown in Figure 4.3.

4.2.2 Improved tag persistence

Figure 4.4 compares simulated and measured tag CNR decay for TFA = 90◦ in

the original implementation and TFA = 180◦ with REALTAG in proposed method.

The left plot shows that the experimental measurements are consistent with sim-

ulations. The starting CNR is doubled in the proposed method, as expected with

homodyne detection compared to magnitude detection. The tag persistence is

therefore prolonged with the same decay rate. Example images on the right show

a 5 cm tag line decay during in-vivo scan. CNR drops below 6 at 650 ms (1st row,

3rd column) for TFA = 90◦, while it reaches the same CNR level around 1250 ms

for TFA = 180◦ with REALTAG (3rd row, 3rd column). Note that a minimum
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Figure 4.3: Phase compensation by the low pass filter with different widths W .
A smaller W can cause over-smoothed phase estimation and shading artifacts,
indicated by the yellow arrow. A larger W can introduce spurious phase informa-
tion from the spectral replicas created by tagging and rectify the negative-valued
tag lines. The white arrow indicates a bright spot in the tag lines caused by the
unwanted phase compensation in the tag lines.

CNR threshold of 6 has been used for both cardiac [141] and speech applications

[157]. The windowed final image (3rd row) shows perceptually darker and higher

contrast compared to the phase sensitive reconstruction (2nd row) by enforcing

non-negative pixel values.

Figure 4.5 compares tag persistence between the original method and the pro-

posed method in 5 subjects (from our first sub-study). The 2nd, 3rd and 4th rows

compare the two methods with CNR thresholds of 7, 6 and 5, respectively. In all

subjects and all cases, the proposed method significantly improved the persistence

by a factor of >1.9×. For instance, the 3rd row shows the tag persistence was

prolonged from 621 ms to 1251 ms with a CNR threshold at 6.

4.2.3 Tongue deformation with improved contrast

Figure 4.6 shows representative images by the two methods during the pro-

duction of the target speech stimuli (second sub-study). (A), (B) and (C) show

the subject speaking “a pie again,” “a poppy again” and “a pop pip again,” pro-

gressing in time from the starting to the ending vowel constriction postures. For
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Figure 4.4: Simulated and measured tag CNR decay for TFA= 90◦ in the original
implementation and with TFA= 180◦ with REALTAG in the proposed method.
(Left) Solid lines show simulations; symbols and error bars show mean and stan-
dard deviation of the measurement, respectively. The in-vivo CNR measurement
with 5 subjects is consistent with the simulation. (Right) Representative images
from one subject with 5 cm tag spacing. The time stamp resides in the center of 13
TRs that fully sample the images. Gray dashed panel outlines indicate that CNR
drops below 6 around 650 ms for TFA= 90◦; it reaches the same level around 1250
ms for TFA= 180◦ with REALTAG. Windowed final images (3rd row) have percep-
tually darker and higher contrast compared to the phase sensitive reconstruction
(2nd row) by enforcing non-negative pixel values.

both methods in each stimulus, the arrows in the audio waveform indicate the

relative timing of the representative images. In all stimuli, both the original and

proposed method were able to visualize the deformation for the starting vowel /a/

(indicated by horizontal compressed bi-concave rectangles), as it was within the

persistence time (396-486 ms). However, the results differed across stimuli for the

ending vowel /I/ (evidenced by vertically compressed bi-concave rectangles). In

the diphthong case (A), the vocalic tongue movement spanned a relatively short

duration as the two vowel postures are in the same syllable; so, both methods can

capture the ending deformation (orange). In (B) the two vowel sounds are in two
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Figure 4.5: Time threshold improvement by using REALTAG in 5 in-vivo scans.
The 2nd, 3rd and 4th rows compare the two methods with CNR thresholds of 7, 6
and 5, respectively. For all 5 subjects, the proposed method significantly improved
the persistence by a factor of >1.9×.

successive syllables with one intervening segment, with the result that the ending

vowel /I/ occurred around the cut-off time for the conventional method. The new

proposed method, denoted with blue dashed lines in (B), provides clear internal

tongue deformation through the vowel transition endpoint, while the tag line in

the original method becomes obscure by this time point. Finally, in (C) the two

vowels were located in two words with two intervening segments between the vow-

els, and consequently were further in time from each other. Crucially, while the

tag lines in the original method nearly disappear by the time of the second vowel’s
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Figure 4.6: Representative images during the speech stimuli production. (A), (B)
and (C) show the subject speaking “a pie again,” “a poppy again,” and “a pop
pip again,” respectively, progressing from the starting to the ending target vowel
vocal tract constrictions. Arrows in the audio waveform indicate the time points
of the selected images. The proposed method captures the tongue deformation of
the starting and the ending vowels for all three stimuli (right: red, blue and gold),
while CNR by the original method drops below threshold in the latter two cases
and becomes obscure (left: blue and gold).

constriction, the proposed method is able to maintain the tag lines with CNR > 8

(gold) through the vocalic articulation of the second syllable.
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4.3 Discussion

4.3.1 REALTAG for the tongue

We have demonstrated intermittent tagging with REALTAG to extend the tag

persistence in RT-MRI. This approach can provide 2× initial CNR and > 1.9×

longer persistence without repetitions and is suitable for investigations of natural

speech production. We illustrated a method for phase sensitive reconstruction

that provides better image quality compared to the existing intermittent tagging

method [157]. We demonstrate a usable imaging window of 1250 ms at 1.5 T,

with imaging CNR ≥ 6. The proposed method is able to capture internal tongue

deformation during American English vowel-to-vowel transition in separate words.

This method provides a powerful new tool for imaging muscle movement in natural

speech production and other similar RT applications, particularly where CINE

imaging is not applicable or suboptimal due to its repetition requirements and the

natural variability of human action.

4.3.2 Imaging consideration

Recently, RT speech MRI has been performed at a broad range of field strengths

from 0.55 T [166] to 3 T [47, 45, 44, 167, 168] with adequate image quality. The

proposed method could be particularly useful at low field strengths where both

muscle T1 is shorter and the baseline SNR is lower. The T1 is approximately

30% shorter at 0.55 T compared to 1.5 T [169]. This will cause approximately

30% shorter persistence but can be compensated by the 2× improvement achieved

using REALTAG.

Derbyshire et al. used bSSFP sequence in their original CMR REALTAG to

further extend the tag persistence [161]. Further, bSSFP provides superior contrast
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between myocardium and blood, which offers additional improvement on image

quality. However, in our implementation we did not use bSSFP. In our experience,

banding artifacts inevitably appeared in tongue tip and tongue body boundary due

to the 9.4 ppm (600 Hz at 1.5 T) off-resonance at the air-tissue boundary. Shorter

TR and less efficient acquisition have to be used to mitigate signal nulling. This

topic remains for future work considering trading among spatiotemporal resolution

and banding artifact removal.

4.3.3 Phase estimation

Another difference between our method and the original CMR REALTAG is

phase estimation. CMR REALTAG uses a fixed linear fitting to the phase within

an automatically selected static ROI [161]. We did not directly adopt this pipeline

for two reasons. Firstly, linear phase is a reasonable model for cardiac imaging

as the myocardial ROI is distant from the surface coils relative to the diameter of

the coils [161]. Our custom eight-channel coil assembly wraps around the subject’s

jaw anteriorly to both lateral sides and was designed to be in close proximity to

the upper airway (see Lingala et al. [40]). Therefore, the linear phase assumption

does not hold. Secondly, speech production involves rapid and irregular tongue

movement relative to the phased array coils, introducing constantly varying image

phase. Hence the assumption of a fixed image phase is not valid. A dynamic

approach has been used to effectively depict and track articulators’ phase for off-

resonance correction during speech production [50]. For all of these reasons, we

use frame-by-frame estimates of smooth phase using the images themselves.

The design of the low pass filter determines the accuracy of the estimated phase.

In our experience, a low-pass filter that is 10−20% wider than the designed width

can be used to estimate the phase without any perceivable artifacts in the tag
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lines. This may outperform the current choice due to a more accurate homo-

dyne detection [170] but inevitably introduces invisible phase errors from the tag

information in the harmonic peaks. This trade-off between phase compensation

and errors can be potentially resolved by using other advanced image phase esti-

mation methods, such as ESPIRiT with virtual conjugate coils (VCC-ESPIRiT)

[171]. VCC-ESPIRiT enforces smooth image phase (therefore avoiding phase errors

in tag lines), while implicitly imposing data consistency from the entire k-space

rather than only the synthesized center.

4.3.4 Tag line visualization

We enforced non-negative value in the final images to perceptually increase

contrast between dark tag lines and tongue tissue. This process also eliminated

the bright background noise from the phase sensitive reconstruction and therefore

provided better visualization. It is worth noting that speech-scientist observers

reported only one qualitative drawback with the REALTAG approach, which was

the bright dots at the intersection of tag lines during earlier phases (< 400 ms),

due to double-inversion. This would not be present in 1D tagging, and for 2D

tagging could be easily read through with practice.

4.4 Conclusions

We demonstrated improved real-time tagged MRI with substantially increased

tag persistence using REALTAG. The tag persistence was roughly 1250 ms com-

pared to 650 ms with the prior conventional approach. This enables capturing

longer motion patterns in speech production, such as lingual vowel-to-vowel tran-

sition, and provides a powerful new window to study tongue muscle function.
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Chapter 5

Seeing functional endotypes of

OSA: real-time multi-slice MRI

during continuous positive airway

pressure

O SA is characterized by repetitive cessation of airflow due to physical nar-

rowing or collapse of the airway as a result of anatomical and physiological

abnormalities in pharyngeal structure [3]. This collapse is typically attributed to

excessive soft tissue elements, such as the tongue, velum, uvula and epiglottis,

and/or increased collapsibility of the pharyngeal airway [4].

Three-dimensional static MRI provides superb contrast and resolution to reveal

the anatomical structures that potentially contribute to airway collapse [41, 28].

Respiratory-gated CINE techniques have been proposed to measure the airway

change during tidal breathing, where multiple respiratory cycles are used to form

one cycle of dynamic images [42]. Recently 3D RT-MRI during natural sleep

[29] and 2D RT-MRI during wakefulness [30] have been demonstrated alongside

synchronized recording of physiological signals similar to polysomnography (PSG).

These techniques have demonstrated a unique ability to identify airway collapse

sites during natural sleep.
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PSG is the standard technique for the diagnosis of sleep apnea, involving mon-

itoring and recording multiple physiological signals in parallel that together reflect

sleep physiology [172]. Research PSG can utilize a sealed facemask connected to a

positive/negative pressure source to enable rapid switching between pressure levels

so as to emulate the collapse of the upper airway (UA) during sleep. However, as

PSG lacks visualization of pharyngeal structures, it cannot provide any informa-

tion regarding the position and level of airway narrowing or collapse. Prior studies

[29, 30] have applied inspiratory occlusion, such as Mueller maneuver (MM), to

observe airway collapsibility during simultaneous dynamic MRI and PSG. How-

ever, MM is a voluntary effort with poor reproducibility [173]. Previous studies

[174] have also shown that MM is inherently unable to identify all types of collapse

[175].

Countinuous positive airway pressure (CPAP) acts as a pneumatic splint to

prevent upper airway collapse and has been proven to be the most efficacious

treatment for OSA to date [176]. Prior studies indicate that CPAP manipulation

can be used to determine upper airway physiological traits, by alternating between

therapeutic and sub-therapeutic levels [64, 65]. The direct effects of CPAP on soft

tissues surrounding the upper airway have been extensively studied using static

MRI [177]. However, the underlying mechanisms of airway tissue response to

pressure change remains unclear. Due to acquisition speed and spatial coverage

constraints, the relationship between soft tissue collapsibility and physiological

traits of OSA are not completely understood.

In this chapter, we apply and assess a simultaneous multi-slice (SMS) RT-MRI

technique [30] to image and quantify upper airway changes during rapid changes

in CPAP pressure level. We use this tool to determine if RT-MRI during CPAP
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can be used to measure neuromuscular reflex and/or passive collapsibility of the

upper airway in individuals with OSA.

5.1 Methods

5.1.1 Experiments

Four adolescent subjects with OSA and obesity (3M/1F) and 3 healthy volun-

teers (3M) were studied. The experiment protocol was approved by our Institu-

tional Review Board. Written informed consent was obtained from all adult sub-

jects and volunteers, and obtained from the subject’s parents if they were younger

than 18 years of age. Subjects were scanned starting at 8pm, and were instructed

to refrain from consuming caffeine for 24 hours prior to the study. Total scan

time per subject was 2 to 4 hours. We performed the experiments on a 3T GE

Signa HDxt MRI scanner (GE Healthcare, Waukesha, WI) with gradients capable

of 40 mT/m amplitude and 150 T/m/s slew rate. A body coil was used for RF

transmission, and a 6-channel carotid coil (NeoCoil, Pewaukee, WI) was used for

signal reception.

During the MRI scan, we monitored and collected several physiological sig-

nals to determine sleep/wakefulness. All instrumentation was either noted as MRI

compatible by the manufacturer or was tested and verified to contain no metal-

lic components by our group. An optical fingertip plethysmograph (Biopac Inc.,

Goleta, CA) was used to monitor heart rate and oxygen saturation. A respiratory

transducer (Biopac Inc., Goleta, CA) and the scanner’s built-in respiratory bel-

lows (GE Healthcare, Waukesha, WI) were used to measure respiratory effort at

the lower chest and abdomen.
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A facemask (Hans Rudolph Inc., Kansas City, MO) covering both nose and

mouth was used to measure airway pressure and for providing positive pressure

for CPAP testing. Small-bore tubing from the mask port led to a MP-45 pressure

transducer (Validyne Engineering Inc., Northridge, CA) for measurement of mask

pressure. The inspiratory port of the mask was connected to a Philips Respironics

System One CPAP machine (Respironics Inc., Murrysville, PA) through an exten-

sion tube with a length of 5 meters. Both the CPAP machine and the monitoring

devices were located alongside the MRI console to enable the MRI scanner operator

to change the mask pressure level during the scan and to monitor sleep/wakefulness

in real-time during the study [65].

5.1.2 MRI protocol

All subjects first underwent overnight polysomnography in a sleep laboratory,

which determined the therapeutic CPAP level. During each scan, the CPAP level

in the facemask was alternated between the therapeutic value and 4 cm H2O.

Positive pressure of 4 cm H2O is required to overcome the resistance of the long

extension tube connecting CPAP and facemask. A representative scan protocol is

shown in Figure 5.1. Each scan began with pressure level at 4 cm H2O. A 10-min

pressure ramp was generated to gradually raise CPAP level from 4 cm H2O to the

pre-determined therapeutic level to avoid discomfort. Then the CPAP pressure

level was maintained at therapeutic level to facilitate sleep. The resting airway

area (Aeupnea) was recorded as an average value across a 20 s time span during which

pressure was maintained at the therapeutic level. When the CPAP was dropped,

there was an immediate reduction of airway cross sectional area as the airway

narrowed. The reduction of airway area (∆Ad) can be measured by subtracting

Aeupnea from an average value of airway area during the sub-therapeutic period
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after a 2-3 breaths transition time. This increased upper airway resistance led

to an increase in respiratory drive. The effect of this increase on upper airway

can be measured when rapidly restoring CPAP back to the therapeutic level, by

subtracting the overshoot (∆Ar) from the resting airway area Aeupnea. For a CPAP

drop to be used to measure the desired traits, no arousal related to apnea/hypopnea

could occur during the sub-therapeutic period [65]. This alternating procedure was

repeated 2-3 times during each scan, with at least 2-min intervals, resulting in a

total scan time of 20-30 minutes.

We used a SMS golden angle radial fast gradient echo sequence to acquire

real-time images [30]. This provided 1mm in-plane spatial resolution and 4 simul-

taneous slices (2-retroglossal and 2-retropalatal), with 96 ms temporal resolution.

Imaging parameters were: 5◦ flip angle, 200 samples per readout, FOV 20×20 cm2,

TE/TR 3.7/6.5 ms, slice thickness/gap 7/3 mm. Standard static volume localizer

scans were performed to identify and prescribe the imaging slices.

5.1.3 Data analysis

We used a semi-automated region-growing algorithm [102] to segment the air-

way in each 2D slice. We manually placed 2-4 seeds into the airway in each slice

for the first time frame. The algorithm then grew a region-of-interest that included

the entire airway for all time frames. Cross-sectional areas were calculated based

on the segmented airway.

Figure 5.1 and Figure 5.2 show representative examples of a healthy volun-

teer and a OSA subject, respectively. Upper airway loop gain (UALG) represents

the stability of neuromuscular reflex systems to recover from sudden ventilation

reduction. Note that UALG is distinct from upper airway gain (UAG) defined
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in Ref [65]. The latter is a quantification of the airway reflex based on ventila-

tion curves, while UALG is determined by direct measurement of cross sectional

areas. We calculated UALG by taking the ratio of the overshoot ∆Ar to the

area drop ∆Ad marked in Figure 5.1. This calculation is valid for healthy volun-

teers and patients whose sub-therapeutic sections underwent no interruption by

apnea/hypopnea events. However, we frequently observed cases in which the sub-

therapeutic periods were perturbed by apnea/hypopnea events in OSA patients,

as shown in Figure 5.2. In such cases, the measurement accuracy would be reduced

by the severe fluctuation of airway if the same method was used. Therefore, we

employed a direct measure of airway collapse and reopening, as follows.

We identified each apnea/hypopnea event by facemask pressure and bellows

signal, highlighted by arrows in Figure 5.2. We then averaged across all these time

segments to estimate the area drop ∆Ad. Similarly, we located the airway area

reopening by examining the facemask pressure curve and detecting the 1-3 breath

resurgence after each event. We determined airway reopening ∆Ar by subtracting

Aeupnea from the average across all of the detected segments. UALG was calculated

as the ratio of airway area reopening ∆Ar to the area drop ∆Ad.

The fluctuation of airway area (FAA) represents passive collapsibility of the

upper airway. We determined FAA by the standard deviation of airway area nor-

malized by the mean value, in therapeutic and sub-therapeutic sections, respec-

tively. We calculated the mean value and the standard deviation of UALG for each

subject to evaluate the stability of neuromuscular reflex systems. The mean value

and standard deviation of the FAA were also calculated for both OSA patients and

control group. We performed Student’s t-test between the two groups to evaluate

the statistical difference.
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Figure 5.1: CPAP pressure level manipulation. A representative example of CPAP
drop/recovery of a healthy volunteer is shown to illustrate physiological changes
during the process. Bottom graph shows CPAP being alternated between the pre-
determined therapeutic level of 8 cm H2O and the sub-therapeutic baseline level of
4 cm H2O. The effects of this manipulation on airway area, facemask pressure and
breathing effort are shown in the top 3 graphs. The resting airway area (Aeupnea)
is determined by averaging the airway area before the CPAP drop. When the
CPAP is dropped, there is an immediate narrowing of the airway (∆Ad), resulting
in a ventilation reduction. This reduction in ventilation stimulates the respiratory
drive to increase breathing effort. The effect of increased drive on upper airway
recovery can be measured by the overshoot of the airway area (∆Ar) when rapidly
recovering CPAP to the therapeutic level after 1 minute. ∆Ar is calculated by
subtracting the mean airway area of the first 2-3 breaths after the CPAP recovery
from Aeupnea.

To evaluate the intra-subject reproducibility, one OSA patient and one healthy

volunteer were removed from the MRI after one scan, given a short break, and then

re-positioned into the scanner for a second scan. Results from both scans were then

compared. We repeated the measurements by alternating CPAP pressure level 3

times within each scan. We determined the physiological traits of 2 adjacent
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Figure 5.2: Results from a representative OSA patient (Male, AHI 50.0, BMI 40.5)
illustrate the measurement of airway area change when there are interruptions due
to airway collapse. The collapse and recovery of the airway were directly measured
when the sub-therapeutic interval is interrupted by airway collapse and/or arousal.
Apnea/hypopnea events were highlighted by the arrows in facemask pressure curve.
The drop Ad was calculated by subtracting the mean value of area across all
collapsing sections from the resting airway area Aeupnea. The airway recovery in
response to the stimulated respiratory drive was determined by measuring the mean
value across the 1-3 breaths immediately following the apnea/hypopnea events.

slices, in order to exclude large variation from different airway sites. Intra-class

correlation (ICC) between the 2 scans were calculated.
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Figure 5.3: RT-MRI during rapid CPAP change. Shown are (Bottom row, left to
right) four different time points marked in the graph (upper left). Red contour
shows segmented results in the bottom images. The CPAP was turned to 11 cm
H2O at time point (a). The rows correspond to 3 slices, marked with similar
colors in the localizer image (upper right). The airway shape change during tidal
breathing at a sub-therapeutic pressure, shown in the bottom-most two rows, is
primarily in the lateral (right-left) direction. This suggests more passive tissue
structures exists in the lateral walls, which may be relevant when planning surgical
intervention.

5.2 Results

5.2.1 Visualizing the physiological fluctuation

Figure 5.1 contains a representative airway area curve from a healthy volunteer.

We observed in healthy volunteers that the response of airway area to CPAP

pressure change matched the ventilation curves from Ref [65].
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Figure 5.2 contains a representative result from an OSA subject. The sub-

therapeutic section was frequently interrupted by apnea/hypopnea events, com-

pared to the healthy volunteer. Airway recovery was observed at the end of each

apnea/hypopnea event, typically across a 1-3 breath time span. The recovery

following airway narrowing was noted to be with larger amplitude Ar in almost

all cases, compared to the overshoot measured in the control group, indicating a

more dramatic change in muscle tone in response to airway collapse. It was also

observed that the tidal breath induced fluctuation of cross sectional area in the

OSA patients is at least 2-3× larger than those in the healthy volunteers.

Figure 5.3 shows four example frames dynamic MRI during a CPAP drop from

the same data set shown in Figure 5.2. Three columns represent three slices,

marked with the same color in the localizer image. Four rows marked with (a)-

(d), represent four time points, highlighted in the area vs. time curve at bottom

left. The images demonstrate that the SMS RT-MRI is able to provide adequate

temporal resolution to resolve airway dynamics during dramatic cross-section area

fluctuation.

5.2.2 Statistical findings

Table 5.1 lists the UALG and FAA for all subjects. There was no statistically

significant difference in UALG between the OSA patients and the control group.

However, we observed that OSA subjects with higher AHI value had higher UALG.

Table 5.1 also listed FAA in the therapeutic and sub-therapeutic intervals. The

OSA group had more severe fluctuations of airway area compared to that of the

control group.

Table 5.2 lists representative results from 4 distinct slices from the OSA sub-

ject in Figure 5.2 and illustrates the variation among different airway sites. The
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Table 5.1: Upper airway loop gain and fluctuation of airway area comparison
between OSA patients and the control group.

Gender
AHI

(events/hr)
UALG

FAA

sub-

therapeutic

therapeutic

OSA 1

OSA 2

OSA 3

OSA 4

M

M

F

M

17.3

50.0

81.8

10.3

0.16±0.12

3.01±1.61

4.71±4.96

0.60±0.42

44.8%

37.2%

48.6%

28.8%

15.7%

25.5%

22.1%

9.7%

Control 1

Control 2

Control 3

M

M

M

−

−

−

0.42±0.41

1.60±1.49

1.60±2.16

10.5%

13.6%

13.0%

4.0%

9.2%

5.0%

OSA: Obstructive sleep apnea; AHI: Apnea/hyponea index; UALG: Upper airway loop gain;
FAA: Fluctuation of airway area.

Note: There was no clear difference in UALG between the 2 groups. However, OSA
subjects with higher AHI tended to have larger UALG, which implies a less stable neu-
romuscular control system in the upper airway. There was a significant difference (see
Table 5.2) in FAA between the 2 groups, indicating that OSA patients in the cohort had
more collapsible and less stable airways.

first slice has the largest UALG and the most dramatic fluctuation during sub-

therapeutic interval, indicating that it possesses the least stable neuromuscular

response and the least stable airway structure, and therefore is likely to be the

most collapsible site. This interpretation is reinforced by the blue curve in the

Figure 5.2 that shows this slice significantly narrowed and fully collapsed near the

70-80 s interval.

Table 5.3 and Table 5.4 compare the FAA and mean value of the airway area

between the OSA subjects and the control group. Table 5.3 shows that the airway

from the two groups underwent statistically different fluctuation characteristics,

with p-values less than 0.05 for both sub-therapeutic and therapeutic sections.

Table 5.4 shows that the two groups possess the same range of airway size during

the sub-therapeutic section with no statistically significant difference (p = 0.672).
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Table 5.2: UALG and FAA results for different slices of one representative OSA
patient.

Slice UALG
FAA

subtherapeutic therapeutic

1 4.21±1.16 40.6% 27.2%

2

3

4

2.59±0.93

2.57±0.91

1.80±0.21

33.1%

29.4%

32.4%

24.3%

28.8%

27.6%

UALG: Upper airway loop gain;
FAA: Fluctuation of airway area.

Note: We list results from four axial slices from one representative OSA patient to
illustrate the variation among airway sites. Slice #1 has the largest UALG and FAA
during the sub-therapeutic section, indicating it possessed the least stable neuromuscular
reflection and the most passive airway tissue, and therefore was the most collapsible site.

Table 5.3: FAA is significantly larger in OSA subjects and can be reduced under
therapeutic airway pressure.

Cohort size
FAA

subtherapeutic therapeutic

OSA 4 42.6%±9.4% 18.3%±7.0%

Control 3 13.6%±0.6% (p = 0.003) 6.2%±2.6% (p = 0.04)

OSA: Obstructive sleep apnea; FAA: Fluctuation of airway area.

Note: Shown are the FAA during the sub-therapeutic and therapeutic sections. There
was a statistically significant difference between the OSA and control group (Student’s
t-test, p < 0.05) for both sections. Increasing CPAP pressure, as done in the therapeutic
section, reduced the magnitude of the difference.

However, the right column shows that CPAP remarkably dilates the airway for

OSA patients during the therapeutic section, due to their less stable airways.

Table 5.5 shows representative results for intra-subject reproducibility.

Although UALG had large standard deviation across different airway sites for

each subject, the intra-subject test-retest result indicates good repeatability within

adjacent slices for both the OSA patient (ICC = 0.714) and the healthy volunteer
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Table 5.4: Airway area mean value during CPAP indicates significantly less stiff
airway in the sampled OSA patients.

Cohort size
Airway area mean value

subtherapeutic therapeutic

OSA 4 83.3±53.7 147.1±72.6

Control 3 79.1±51.1% (p = 0.672) 110.8±65.1% (p = 0.007)

OSA: Obstructive sleep apnea; FAA: Fluctuation of airway area.

Note: A Student’s t-test was used to compare the mean airway area during the sub-
therapeutic and the therapeutic sections. There was no significant difference between
the 2 groups during the sub-therapeutic section. CPAP was able to remarkably dilate
the airway for OSA patients, who possess more passive airways. This implies that airway
stiffness, instead of the anatomic profile, has an important role in maintaining airway
patency in the sampled OSA cohort.

(ICC = 0.757). ICC for FAA were all higher than 0.76, indicating good reliability

of the measurements.

5.3 Discussion

We present a novel MRI-based experiment that measures UALG and FAA,

which are valuable for the study of sleep-related breathing disorders. We utilized

SMS RT-MRI, and CPAP with carefully designed pressure changes. This new

test is valuable because conventional PSG with AHI measurement only provides

estimation of the overall severity of OSA and cannot localize specific airway sites

that are prone to collapse. In contrast, the proposed experimental design can

directly measure location-specific active (UALG) and passive (FAA) physiological

traits and visually resolve airway dynamics.
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Table 5.5: Intra-subject reproducibility of RT-MRI during CPAP.

UALG
FAA

subtherapeutic therapeutic

OSA
Scan 1

Scan 2

2.94±0.72

2.65±1.51

27.3%±3.1%

31.2%±4.1%

24.9%±1.6%

20.7%±4.5%

ICC 0.714 0.823 0.761

Control
Scan 1

Scan 2

0.19±0.06

0.21±0.14

7.6%±1.5%

7.9%±1.7%

3.1%±1.0%

3.3%±1.2%

ICC 0.757 0.865 0.878

OSA: Obstructive sleep apnea; UALG: Upper airway loop gain;
FAA: Fluctuation of airway area; ICC: Intra-class correlation.

Note: One OSA patient and one control volunteer were scanned twice in the same
session, with subject removal and replacement, to determine intra-subject test-retest
reproducibility. Two adjacent slices were used. For each scan, the measurements were
repeated by alternating CPAP pressure level 3 times. ICC for UALG and FAA measure-
ments were calculated for both subjects.

5.3.1 OSA patients: less stable neuromuscular control sys-

tems and higher collapsibility

We observed that OSA subjects with higher AHI had higher UALG, suggest-

ing that the OSA cohort have less stable neuromuscular control systems of their

upper airways. The OSA group also exhibited larger fluctuations of airway area,

compared to that of the control group. This suggests that OSA subjects in the

cohort possess less stable airways with greater collapsibility.

Occlusion studies can potentially measure biomarkers for passive and anatom-

ical risk factor for OSA, such as closing pressure and compliance [30, 178]. In

addition to these measurements, we demonstrate that the proposed experiment

has the potential to estimate the active factors of upper airway in response to

collapse. Furthermore, CPAP provides accurate pressure control, while occlusion
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studies produce negative pressure only and suffer from more variability due to

inconsistent voluntary respiratory effort.

5.3.2 Experimental considerations

It is possible to scan patients during wakefulness with occasional occlusions

[30], however, we have found CPAP to be more patient-friendly. Previously, sub-

jects reported discomfort introduced by short time occlusions during wakefulness.

Patients with OSA typically have previous CPAP experience, which facilitates

comfort and the likelihood of sleep in the MRI scanner. We gradually increased

pressure level before the scan procedure, in order to minimize the chance of inter-

rupting sleep. In our experience, all subjects did fall asleep during MRI scanning

while wearing the CPAP apparatus (4 of 4 patients and 3 of 3 volunteers in this

study).

It is important to measure active muscle reaction to airway collapse during

natural sleep. During wakefulness, there is additional variability in UALG mea-

surement. We speculate that this is due to different neuromuscular mechanisms

during wakefulness, stiffer muscle tone, and airway motion due to swallowing. We

observed differences between measured UALG and FAA between sleep and wakeful-

ness for all subjects. Specifically, we observed that during wakefulness, reopening

is restrained, and the overshoot after CPAP recovery is reduced.

Previous studies [8, 65, 179] that used PSG and CPAP to determine physio-

logical traits had to exclude significant amounts of data where there were arousal

interruptions. In those studies, the measurements of airway reaction were based

on physiological modeling and the assumption that the ventilation drive compen-

sation to CPAP drop is due to a re-opened airway. Our observation (for all OSA

patients and healthy volunteers) was that the airway did not necessarily reopen
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in response to the CPAP drop, unless the airway itself underwent significant nar-

rowing or total collapse. This could mean that: (a) either the assumption in the

previous studies is not correct; or (b) that the subjects were not in a stable and

sufficiently deep stage of sleep. In both cases, the upper airway never became

totally passive. This observation was made possible because the proposed MRI

experiment includes direct measurement of cross-sectional area. Previous studies

using static MRI have shown enlarged airway area with progressively increased

pressure [177, 180]. However, with improved spatial coverage and enhanced tem-

poral resolution, the fully resolved dynamics reveals that airway area depends on

many factors in addition to the pressure level, including specific airway section and

muscle tone status.

5.3.3 Toward seeing the endotypes

The upper airway includes the pharynx, which is a structural and physiologi-

cally complicated system serving multiple functions. Also, OSA is a heterogeneous

syndrome, with several structural and physiological pathways [58, 59]. There-

fore, we expect variation in both UALG and FAA across different airway sites.

This study documented large variability in these quantities across patients and

slice locations. This establishes the value and importance of using simultaneous

multi-slice imaging for this application. We observed OSA 2,3 had 3-8× larger

UALG than OSA 1,4, and OSA 1,2,3 had 1.5-3× larger FAA than OSA 4. We

speculate that these large variations are due to weighting of active/physiological

and passive/anatomical factors for these subjects, because they represent different

endotypes and severity of OSA. We also observed large intra-subject variation.

For example, for OSA 2, slice 1 has the largest value for both UALG and FAA

potentially indicating that the region of slice 1 should be given higher priority for
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treatment for this patient. These observations suggest the possibility of personal-

ized treatment for OSA patients [59].

This preliminary study has several limitations. First of all, we had a small

cohort (4 patients and 3 controls), and the findings need to be confirmed in a

larger sample. Second, we used a relatively large slice thickness of 7 mm, which

is insufficient to fully resolve the motion of certain interesting structures, such

as uvula, during airway collapse. This in combination with the 3 mm slice gap

makes it difficult to tackle trans-plane motion, which could introduce additional

bias/variation. Third, our 2D area segmentation is based on a region-growing

algorithm and was not optimized to overcome rapid movement of the subject.

In rare cases we needed to manually segment the airway when adjacent frames

did not possess adequate airway overlap. 3D segmentation [181] with improved

spatial coverage and adequate resolutions is in demand and remains for future

work. Fourth, this experiment would benefit from natural sleep in the scanner,

however, this is not always practical.

5.4 Conclusions

In conclusion, we demonstrate a novel experiment that simultaneously measures

upper airway active and passive traits regarding OSA, including physiological and

anatomical factors, potentially enabling detailed endotyping of OSA patients. By

performing SMS RT-MRI during CPAP, we reveal that airway behavior in OSA

patients possess large variation. Patients may deserve personalized examination

before proceeding to specific treatment. We also demonstrate that the proposed

approach can help locate the most collapsible airway sites with higher treatment

priority, with specific possible motivation (anatomical or physiological). With these
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demonstrated result, we also expect this experiment can be further used in other

procedures, such as detailed CPAP titration or aiding in surgery planning.
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Chapter 6

Concluding remarks

M agnetic Resonance Imaging provides arguably the most powerful tool for

evaluating upper airway anatomy and function. It enables versatile con-

trast for soft tissues in a non-invasive way without any ionizing radiation. Ongoing

research has advanced the resolution and imaging speed to time-resolve the dynam-

ics of the upper airway.

RT-MRI of the upper airway is a promising research direction as it allows imag-

ing the upper airway during natural human activities, such as speech production

and respiration in sleep. Fast SPGR sequences, non-Cartesian sampling, parallel

imaging with phased array coils, and constrained reconstruction enables superior

spatiotemporal resolution during RT imaging.

However, solely fast is not enough. RT-MRI techniques have been used exten-

sively to image the dynamics of the upper airway shaping with a focus on tracking

the air-tissue interface at articulators, vocal tract surfaces, and/or the pharyngeal

wall. The function of the moving upper airway has not been extensively stud-

ied, as RT-MRI lacks the ability to visualize internal muscle movement, and few

investigations have measured dynamic physiological aspects of the upper airway

in motion. Visualization and measurement of these activities is crucial to under-

stand how function is controlled in health and how it is disrupted in disease. This

dissertation has presented methods to image the function of the upper airway with

two applications: speech production and sleep disorder.
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For speech production I focused on arguably the most important articula-

tor, the tongue, by visualizing its internal motion through tagged tissue deforma-

tion. I demonstrated intermittent tagging during RT-MRI. This approach elim-

inates the need for re-binning data using multiple repetitions and is suitable for

investigations of natural speech production. I explored imaging parameters to

maximize the image contrast between the tagged and non-tagged tissue, while

leveraging mature speech RT-MRI techniques to provide adequate spatiotemporal

to capture tongue motion patterns and their relative timing. I further proposed

a phase-sensitive inversion technique, named REALTAG, to double the tag line

contrast and therefore extend the tag persistence during RT-MRI. This approach

can provide 2× CNR and > 1.9× tag persistence without repetitions and is suit-

able for investigations of natural speech production. The proposed tagging meth-

ods are exemplified during intra- and inter-word American English vowel-to-vowel

transitions. This method can provide images for quantification of internal tongue

motion. This method provides a powerful new tool for imaging muscle movement

in natural speech production and other similar RT applications, particularly where

CINE imaging is not applicable or suboptimal due to its repetition requirements

and the natural variability of human action.

For sleep disorder I focused on proposing methods to help endotyping of

obstructive sleep apnea. I presented a novel MRI-based experiment that measures

upper airway loop gain (UALG) and fluctuation of airway area (FAA), which are

two crucial physiological traits that mediate the severity of OSA and are valuable

for the study of sleep-related breathing disorders. I utilized SMS RT-MRI to

increase spatial coverage compared to conventional RT-MRI to observe multiple

airway slices in the same scan. We used CPAP with carefully designed pressure
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changes to enable measuring target physiological traits. This new test is valuable

because conventional PSG with AHI measurement only provides an estimation of

the overall severity of OSA and cannot localize specific airway sites that are prone

to collapse. The proposed experimental design can directly measure location-

specific active (UALG) and passive (FAA) physiological traits and visually resolve

airway dynamics simultaneously.

Future directions

Near term I have discussed future possibilities in each of the above chapters.

Among those discussed, I believe there are several that will be the most valuable

in the near term.

Chapter 3 pointed out motion artifacts exist in some of the current results as

fully sampled single slice RT-MRI cannot resolve all tongue movements. One pos-

sible solution is to use constrained reconstruction with undersampling to mitigate

the motion artifacts. My preliminary results show temporal finite difference can

efficiently reduce undersampling and motion artifacts.

Chapter 4 discovered a trade-off between phase compensation and errors, which

is pointed out to be resolvable by using other advanced image phase estimation

methods. One possible candidate is VCC-ESPIRiT [171], which enforces smooth

image phase (therefore dodging phase errors in tag lines) while implicitly imposing

data consistence from the whole k-space rather than only the synthesized center.

Speech production MR tagging provides the opportunity to quantify inter-

nal muscle motion. HARP [148] allows faster and simpler post processing for

quantitative analysis. HARP has been adapted for speech production in the CINE

framework [104, 131, 130, 108, 147]. The measured deformations have been shown
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to quantify muscle mechanics to develop atlases of motion within the tongue

[131]. Another option to quantify muscle movement is phase contrast imaging,

which has been shown for the application of tissue velocity mapping in myocar-

dial motion [149] as well as in skeletal muscle contraction [150]. This technique

encodes information about velocity into the phase of the detected signal. Note that

both methods are phase-sensitive methods; phase errors introduced by uncounted

off-resonance need to be carefully addressed when adapting to quantitative mea-

surement in the upper airway [149, 151, 152, 153].

Sleep disorder The MR tagging methods developed for speech production

can be used to evaluate the motion patterns of dilator muscle, including the tongue,

during sleep. Brown et al. [66] has used MR tagging during mandible advance-

ment to predict the treatment outcome. The same group showed in another study

[182] that there exists three different motion patterns in the tongue muscle dur-

ing forced mandible advancement. More interestingly, they showed that “en bloc”

tongue deformation was associated with positive treatment outcomes among obese

participants. This is echoed by the finding that obese individuals who do not get

OSA are “protected” by an augmented reflex response of airway dilator muscles

[63]. The proposed tagging methods can significantly simplify the data acquisition

process and allow continuous scan, which potentially enables experiments during

natural sleep. This will fill the missing puzzle (C) in Figure 1.3 in Chapter 1 and

provide a comprehensive MRI-based imaging tool-set for endotyping of OSA.

New imaging paradigms The recent excitement regarding low field RT

speech MRI [166] has provided a look into the bright future of upper airway imag-

ing. Less off-resonance and a quieter scanning environment are particularly appeal-

ing to RT speech and sleep imaging. The proposed methods can be adapted to
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scan at low field. At low field strengths, both muscle T1 is shorter and the base-

line SNR is lower. The T1 is approximately 30% shorter at 0.55 T compared to

1.5 T [169]. This will impose challenges such as lower SNR and faster tag line

decay. However, this could be mitigated by adjusting imaging strategy, such as

using more efficient data acquisition. For instance, longer readout can be used.

Another option is to use a different imaging sequence that maximizes image SNR,

such as bSSFP sequences. Notably, both strategies can be used to extend the tag

persistence and therefore compensate the proposed tagging method at lower field

strength.

bSSFP provides superior SNR and contrast between muscle and fluid, which

offers additional improvement to image quality and tag persistence in the myocar-

dial REALTAG [161]. My ongoing research has investigated upper-airway imaging

using bSSFP. My preliminary result shows banding artifacts appeared in tongue

tip and tongue body boundary due to the 9.4 ppm (600 Hz at 1.5 T) off-resonance

at the air-tissue boundary. Careful shimming and shorter TR have to be used

to mitigate signal nulling. However, shorter TR inevitably results in less efficient

sampling. Other solutions to mitigate the banding artifacts include frequency mod-

ulated (fmSSFP) [183] or wide-band bSSFP [184]. Recently, Roeloffs et al. [185]

used fmSSFP with subspace reconstruction to demonstrate banding-free high SNR

3D stack-of-stars without intermediate preparation phases. This technique can be

adapted for dynamic imaging. This direction remains promising for creating longer

tag persistence at all field strength.

Coda

RT-MRI of the upper airway has been a pursuit of fast imaging. We can lever-

age the maturing fast scan methods to provide adequate spatiotemporal resolution,
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while introduce novel techniques and experiment designs to go beyond fast. We

can set our sights beyond the anatomical structures onto the even more interest-

ing yet intrinsically complex functions of the upper airway. With this work, and

other ongoing research, we will start to unveil the intriguing human upper airway

functions.
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